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Abstract 

 

The difference-based adaptive solvation quantum mechanics/molecular mechanics 

(adQM/MM) method (J. Chem. Theory Comput. 2009, 5, 2212) as implemented in the 

Amber software was applied to the study of several chemical processes in solution. The 

adQM/MM method is based on an efficient selection scheme that enables the quantum-

mechanical treatment of the active region of a molecular system in solution taking 

explicitly into account the diffusion of solvent molecules between the QM and MM 

regions. Specifically, adQM/MM molecular dynamics simulations are carried out to 

characterize: 1) The free energy profiles of halide exchange SN2 reactions in water; 2) 

The hydration structure of the Cl- ion; and 3) The solvation structure of the zwitterionic 

form of glycine in water. A comparison is made with the results obtained using standard 

MM and QM/MM methods, as well as with the available fully QM and experimental 

data. In all cases, it is shown that the adaptive QM/MM simulations provide a physically 

realistic description of the system of interest.  
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1. Introduction  

Hybrid quantum mechanics/molecular mechanics (QM/MM) methods are among the 

most successful approaches used to model complex condensed phase systems whose 

topology varies over time due to changes in the covalent bonding.1-9 Within the QM/MM 

schemes only a small portion of the whole system, including the chemically most relevant 

region (e.g., the active site of an enzyme1,6), is treated quantum mechanically. The 

remaining part of the system, which effectively accounts for the environmental effects 

that exist in the condensed phase, is treated at the classical level using molecular 

mechanics force fields. In standard QM/MM methods, the atoms belonging to the QM 

and MM regions are determined at the beginning of the simulation from considerations 

based on the topology of the system and nature of the chemical process of interest. The 

composition of the two regions is then kept fixed throughout the simulation. As a result, 

standard QM/MM approaches can accurately describe chemical reactions in systems 

where the QM region can be uniquely identified as a relatively small part of a larger 

substrate or when the molecules initially included in the QM (MM) region do not diffuse 

into the MM (QM) region. By construction, therefore, standard QM/MM approaches 

suffer from severe limitations when applied to chemical processes in solution where, due 

to molecular diffusion, a continuous exchange of solvent molecules occurs between the 

QM and MM regions. This becomes particularly relevant in studies of reactive and 

solvation phenomena in which the explicit inclusion of purely quantum-mechanical 

electronic effects, such as polarization and charge transfer, is crucial for the accurate 

representation of the overall process.  
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To overcome the limitations of standard QM/MM methods, several approaches have 

recently been developed which allow the molecules crossing the boundaries between the 

QM and MM regions to dynamically change their “character” (from QM to MM, and 

vice versa).10-16 In these approaches, different adaptive selection schemes are used to 

determine which molecules belong to the QM and MM regions at any step of the 

simulation. This is generally accomplished by adopting either geometric criteria, such as 

a distance cutoff between the position of each molecule and the center of the QM region, 

or by predefining the total number of molecules that are allowed in the QM region at any 

step. However, since the molecular diffusion across the QM/MM boundary is also 

accompanied by a change of the molecule “character”, the corresponding dynamics 

becomes discontinuous. Several methods have been proposed for removing this 

discontinuity, including the difference-based adaptive solvation (DAS),10,11 sorted 

adaptive partitioning (SAP),14 and adaptive buffer methods.15,16 All these methods rely on 

the definition of multiple QM/MM partitions that are then combined to determine the 

actual system dynamics using appropriate interpolation algorithms.  

In this study, we describe the application of the adaptive QM/MM method with the 

DAS force interpolation (hereafter referred to as the adQM/MM method),10 which we 

have recently implemented17 in the AMBER software,18 to several representative 

molecular systems in solution and provide a detailed comparison with the results obtained 

using standard MM and QM/MM approaches. Specifically, we report on the results of 

adQM/MM simulations for: 1) Halide exchange SN2 reactions in water, 2) Cl- hydration, 

and 3) Solvation structure of the zwitterionic form of glycine in water. The article is 

organized as follows: In section 2, a brief overview of the adQM/MM method is provided 
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along with the description of the computational details specific to our studies. The results 

of the adQM/MM simulations are discussed in section 3, and the conclusions are given in 

section 4. 

 

2. Methodology 

2.1 Difference-based adaptive solvation scheme 

Within the DAS scheme the molecular system is divided into three regions, namely 

the active (A), transition (T), and environment (E) regions,10 which are schematically 

represented in Figure 1. The A region contains the part of the system that is chemically 

relevant for the molecular process of interest and, therefore, is treated quantum 

mechanically throughout the simulation. The part of the system that does not directly 

affect the process of interest but is still important for the accurate description of the 

overall environmental effects is instead defined as the E region. The E region is treated at 

the molecular-mechanics level throughout the simulation. The T region corresponds to 

the transition region between A and E in which the molecules are allowed to change their 

character from a purely QM to a purely MM description, and vice versa. As a 

consequence, the molecules located in the T region effectively display both QM and MM 

“characters” that are smoothly combined according to an appropriate interpolation 

algorithm.10 

In the adQM/MM method, multiple partitions of the system are required to guarantee 

that the underlying molecular dynamics remains continuous throughout the simulation. 

Each partition is created by systematically assigning either the QM or MM character to 

the molecules located in the transition region. Standard QM/MM calculations are then 
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performed independently for all partitions. Finally, the actual forces required to propagate 

the system dynamics are obtained as weighted combinations of the forces calculated for 

each QM/MM partition. In principle, 2N different partitions can be created for a system 

containing N molecules in the T region. However, it can be shown that, by construction, 

many of these partitions do not contribute.10 Briefly, the adQM/MM scheme assigns a 

partial MM character, λ, to each molecule in the system. The specific value of λ depends 

on the distance (r) of the molecule from the center of the A region according to10  

λ r( ) =

0

r - R
1( )

2
3R

2
 - R

1
 - 2r( )

R
2
- R

1( )
3

1

if r < R
1

if R
1
≤ r ≤ R

2

if r > R
2

















                            (1) 

where R1 and R2 are the inner and outer radii delimiting the T region. Based on this 

definition of λ, each QM/MM partition is then assigned a statistical weight, σi, given by 

σ =
0 if max λ{ }

QM( ) > min λ{ }
MM( )

min λ{ }
MM( )−max λ{ }

QM( ) if max λ{ }
QM( ) ≤ min λ{ }

MM( )










                (2) 

where λ{ }
QM

 and λ{ }
MM

 indicate the sets of λ values assigned to the QM and MM 

regions, respectively. From equation 2, it follows that, given a specific molecular 

configuration, the statistical weight of a partition is zero when the partition contains one 

MM molecule closer to the center of the A region than any of the QM molecules. As a 

result, the total number of possible QM/MM partitions with non-zero weights in an 

adQM/MM simulation is N+1. Importantly, the particular definition of σ in equation 2 

also guarantees that the weight of each partition varies smoothly from 0 to 1. These 
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 7

particular features remove the discontinuities in the system dynamics that appear in 

standard QM/MM simulations anytime a molecule changes its character by diffusing 

in/out of the QM region. 

Two different adQM/MM schemes have been proposed to define the boundaries 

between the A, T, and E regions in terms of distance-based10 or number-based11 criteria. 

According to the distance-based criterion, both the A and T regions have fixed volumes 

but the number of molecules inside each region can vary during the simulation. By 

contrast, in adQM/MM simulations using the number-based criterion, the number of 

molecules in the A and T regions is fixed but the size of both regions can vary. An 

efficient parallel version of the adQM/MM method,17 which employs both the distance-

based and number-based criteria, has been implemented by us in the Amber suite of 

codes for molecular dynamics simulations.18 The specific details of our implementation 

are described in a separate publication.17  

 

2.2 Computational details 

Depending on the system, different electronic structure methods were used to 

calculate the forces acting on the atoms located in the QM region. The general Amber 

force field (GAFF)19 and the flexible SPC/Fw water model20 were instead used to 

describe the MM water-solute and water-water interactions. The Lennard-Jones 

parameters for the halide ions were taken from Ref. 21. In all cases, classical molecular 

dynamics (MD) simulations in periodic boundary conditions were initially carried out in 

the isothermal-isobaric (NPT) ensemble to equilibrate each system at temperature T = 

300 K and pressure P = 1 bar. The temperature was controlled using a Langevin 
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 8

thermostat22 with a collision frequency of 5 ps-1, while a Berendsen barostat23 with 

relaxation time of 5 ps was used to control the pressure. Starting from the equilibrated 

MD configurations, additional short NPT simulations (~50 ps) were carried out with the 

adQM/MM method using the same parameters for the Langevin thermostat and 

Berendsen barostat as in the initial MD simulations. The cutoff distance for all the non-

bonded interactions, including the short-range electrostatic interactions between the QM 

and MM atoms, was set to 9 Å. The center of the A region was chosen as the center of 

mass of the reactive complex XLCH
3
LX  (with X = F, Cl, and Br) and the position of 

the Cl- ion in the adQM/MM simulations of the halide exchange SN2 reactions and the 

chloride ion hydration, respectively. In the adQM/MM simulations of glycine in water, 

the center of the A region was chosen as the middle point between the alpha and carboxyl 

carbon atoms to ensure that both the -NH3
+ and -COO- groups were solvated by QM 

water molecules. The relative distance between the center of the A region and the 

position of the oxygen atoms of the water molecules was used to determine the value of λ 

in equation 1, and, consequently, to define the A, T, and E regions.  

The QM calculations in the adQM/MM simulations were carried out at both the 

semiempirical and density functional theory (DFT) levels of theory using respectively the 

Sander/SQM24 and Sander/TeraChem interfaces25-29 available in Amber. The electrostatic 

embedding (EE) scheme, which is based on a QM/MM compatible version of the particle 

mesh Ewald (PME) approach,24 was adopted in simulations with the Sander/SQM 

interface to describe the electrostatic interactions between the QM and MM regions with 

periodic boundary conditions. The mechanical embedding (ME) scheme based on 2-level 
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ONIOM calculations30 was instead used in the simulations with the Sander/TeraChem 

interface since it currently does not support the PME approach.  

 

3. Results 

3.1 Halide exchange SN2 reactions 

As a first application of the adQM/MM method, we studied the halide exchange SN2 

reactions. Specifically, the free energy profiles for the reaction X’- + CH3X � CH3X’ + 

X-  with X = F, Cl and Br were calculated in both gas and aqueous phases, and compared 

with the results obtained using standard QM/MM simulations. In all cases, the PM3-

PDDG semiempirical Hamiltonian31,32 was used for the QM region since it gives accurate 

potential energy barriers for halide exchange SN2 reactions in gas phase with values that 

are comparable with high-level ab initio calculations.33 For each SN2 reaction, the 

potential of mean force (PMF) was calculated in: a) Gas phase at the full QM level; b) 

Aqueous phase using the standard QM/MM method with all water molecules being 

described by the SPC/Fw model; and c) Aqueous phase using the adQM/MM method. In 

the latter case, 10 (for X = F) and 15 (for X = Cl and Br) water molecules were included 

in the A region, while 7 water molecules were assigned to the T region. All simulations in 

the aqueous phase were performed in the NPT ensemble at temperature T = 300 K and 

pressure P = 1 bar as described in Section 2.2. Periodic cubic boxes containing 1690, 

1419 and 1803 water molecules were used for the simulations with X = F, Cl and Br, 

respectively. The Lennard-Jones parameters for the neutral and ionic forms of the X 

atoms are listed in Table 1. The gas phase simulations were carried out at T = 300 K. In 

all cases, the PMF curves were calculated using the umbrella sampling method along a 
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 10

reaction coordinate (RC) defined as the difference of the distances (d) between the carbon 

and two halide atoms, i.e., RC = d(C-X) - d(C-X’). In total, 31 evenly spaced umbrella 

windows were used for each PMF calculation with 0.0 Å ≤ RC ≤ 3.0 Å. Each umbrella 

window was equilibrated independently for 100 ps using standard QM/MM simulations. 

For each umbrella window, biased MD simulations were then performed for 100 ps using 

restraining harmonic potentials applied to RC. The harmonic force constant was set to k = 

400, 200 and 150 kcal/mol for X = F, Cl and Br, respectively. For all systems, the 

WHAM algorithm was used to reconstruct the actual PMF along RC from the biased 

simulation data and standard block averaging techniques were used to estimate the 

statistical uncertainty.34 The results are summarized in Table 2 and Figure 2.  

Our QM/MM simulations reproduce closely the free-energy profiles obtained in 

previous studies of halide exchange SN2 reactions in both gas and aqueous phases.35,36 In 

the gas phase, the backside attack of the nucleophilic halide ion leads to pronounced free-

energy minima between 0.9 Å (X = Br) and 1.4 Å (X = F) due to strong ion–dipole 

interactions. In solution, this effect is compensated by the energy required for a partial 

desolvation of the halide ions. Importantly, due to more diffuse charge distributions, the 

transition states in solution are characterized by weaker ion-dipole interactions with the 

surrounding water molecules than the corresponding pre-reaction complexes. This leads 

to relatively higher free-energy barriers in the aqueous phase than in the gas phase.  

The comparison between the standard QM/MM and adQM/MM results for the 

smaller and almost non-polarizable F- ion indicates that both methods predict essentially 

identical barrier heights. However, appreciable differences between the two methods 

exist for SN2 reactions with X = Cl and Br. In these cases, the adQM/MM simulations 
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predict barrier heights that are 1.3 kcal/mol (for X = Cl) and 2.3 kcal/mol (for X = Br) 

higher than the corresponding results obtained from standard QM/MM simulations. 

Interestingly, contrary to the results obtained with the adQM/MM method, the PMF 

curves from standard QM/MM simulations do not reach their maxima at the transition 

state (RC = 0). The difference between the QM/MM and adQM/MM results (blue curves 

in Figure 2) can be explained by considering the artificial solvation effects that appear 

near the transition state in standard QM/MM simulations. In this case, the QM region 

includes only the reactive system, X’- + CH3X, and, consequently, quantum-mechanical 

electronic effects such as charge transfer to the surrounding water molecules and solvent 

polarization are not allowed. As a result, near the transition state the negative charge 

remains artificially localized on the reactive complex, which leads to stronger ion-dipole 

interactions with the surrounding water molecules. This unphysical effect is thus partially 

responsible for the relatively lower free energy calculated at the transition state using 

standard QM/MM simulations. By contrast, the adQM/MM method, which treats the 

water molecules close to the reactive complex at the quantum-mechanical level, correctly 

takes into account charge transfer processes to the solvent. This leads to a reduction of 

charge localization on the reaction complex and, consequently, to weaker ion-dipole 

interactions with the surrounding water molecules.  

A second factor that contributes to the differences between the standard QM/MM and 

adQM/MM methods is directly related to the nature of the interactions between the 

reactive complex and the surrounding water molecules. At the transition state, the two X 

atoms are located at the same distance from the carbon atom of CH3 forming two 

equivalent mixed covalent-ionic bonds. This symmetric configuration of the reactive 
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complex implies that the hydration structure of the two X atoms should be, on average, 

identical. However, this is not the case in standard QM/MM simulations as illustrated in 

Figure 3. This figure shows the radial distribution functions (RDFs) describing the spatial 

correlation between the two Br atoms and the oxygen (Ow) and hydrogen (Hw) atoms of 

the water molecules calculated at the transition state using adQM/MM (left panels) and 

standard QM/MM (right panels) simulations. Similar results (not reported) were also 

obtained for X = F and Cl. The two sets of results clearly indicate that, while the 

adQM/MM method correctly reproduces the symmetric hydration structure around the 

reactive complex at the transition state, the RDFs obtained from standard QM/MM 

simulations for the two Br atoms are significantly different. This difference can be 

explained by considering that the QM and MM atoms also interact through pairwise 

classical Lennard-Jones potentials whose parameters depend on the chemical nature of 

each atom pair. Therefore, the X and X’ atoms are characterized by different Lennard-

Jones parameters that represent their different chemical nature at the beginning of the 

simulation (representing a covalently bound bromine atom and a bromide ion, 

respectively). For example, the Lennard-Jones parameters used for the simulations where 

X = Br were Rmin/2 = 2.020 Å and ε = 0.420 kcal/mol for the covalently bound Br atom19, 

and Rmin/2 = 2.751 Å and ε = 0.027 kcal/mol for the Br- ion.21 The difference in the LJ 

parameters becomes problematic for standard QM/MM representations of the X’- + 

CH3X systems in which the X atoms are at the interface between QM and MM regions.8 

Although this description is valid at relatively large separations, it becomes increasingly 

less accurate near the transition state where both the X and X’ atoms have mixed 

covalent-ionic characters. This mixed character cannot be correctly reproduced in 
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standard QM/MM simulations that, by construction, use the same Lennard-Jones 

parameters for the X and X’ atoms independently of the location along the reaction 

coordinate. By contrast, since the interactions between the reactive complex and the first 

surrounding water molecules are treated at the quantum-mechanical level, the adQM/MM 

method is capable of reproducing the correct physics along the entire reaction coordinate. 

 

3.2 Cl
-
 hydration 

The analysis of the hydration properties of the Cl- ion was carried out using different 

adQM/MM simulation setups to determine the dependence of the results on: 1) The size 

of the A and T regions, 2) The choice of the embedding scheme for the description of the 

QM/MM interactions, and 3) The QM level of theory. All simulations were performed in 

the NPT ensemble (T = 300 K and P = 1 bar) for a system containing a single Cl- ion and 

1343 water molecules in a periodic cubic box of side length ~34 Å. The semiempirical 

PM3-MAIS method37,38 and the B3LYP density functional39 with the 6-31++G* basis 

set40-44 were used in the adQM/MM simulations. Both methods provide an accurate 

description of the Cl--H2O interactions when compared to the corresponding results 

obtained at the MP2 level of theory (Figure 4). The RDFs describing the spatial 

correlation between the Cl- ion and the oxygen (left panels) and hydrogen (right panels) 

atoms of the water molecules are shown in Figure 4 along with the corresponding curves 

derived from neutron diffraction measurements of dilute KCl solutions.45 The 

experimentally-derived RDFs indicate that, on average, 6 and 10 water molecules are 

located in the first and second hydration shells, respectively.  

The comparison between the RDFs calculated with the PM3-MAIS method for 
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different sizes of the A region using the EE scheme is reported in panels a and b. Based 

on the experimental values mentioned above, in the adQM/MM simulations with 6 water 

molecules in the A region and 3 water molecules in the transition region (6A/3T) all 

molecules belonging to the first solvation shell were described at the PM3-MAIS level. In 

the 16A/15T simulations, the water molecules in both the first and second solvation shells 

were treated quantum mechanically, while 15 water molecules were included in the 

transition region. The analysis of the Cl--O and Cl--H RDFs obtained from the 6A/3T, 

8A/3T, and 16A/15T simulations shows that both the position and shape of the first peak 

are essentially insensitive to the number of water molecules included in the A region. In 

all cases, the first peak of the calculated RDFs is in good agreement with the available 

experimental data. By contrast, noticeable differences exist at larger separations. In 

particular, a second peak appears in the Cl-O RDF for simulations with 8 water 

molecules in the A region, which becomes significantly more pronounced in the 16A/15T 

simulations. These results suggest that, although the PM3-MAIS method provides an 

accurate representation of the water-Cl- interactions, the water-water interactions in 

solution appear not to be well reproduced. This leads to an unphysically over-structured 

second solvation shell in adQM/MM simulations where a larger number of H2O 

molecules is treated at the quantum-mechanical level.  

Panels c and d of Figure 4 show the comparison between the RDFs obtained from 

simulations carried out with an identical number of water molecules located in the A 

region (6) and a varying number of molecules in the T region. Also in this case, the 

position and shape of the first peak are independent of the specific partitioning scheme 

used in the simulations. As the size of the T region increases, a small peak at ~4 Å 
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appears in the Cl--O RDF. Since a larger T region implies that an increasing number of 

water molecules acquire a partial QM character, the appearance of the second peak can 

be attributed again to inaccuracies in the PM3-MAIS description of the water-water 

interactions. 

The RDFs obtained from adQM/MM simulations carried out using the same 

partitioning (6A/10T) of water molecules between the A and T regions but different 

embedding schemes are shown in panels e and f. Despite the similarity of the first peaks 

of both Cl--O and Cl--H RDFs, noticeable differences between the two sets of results 

exist at larger separations. In particular, the ME scheme features a narrower T region 

(delimited by vertical dashed lines) as a result of the increased density as well as 

relatively more structured RDFs. 

Finally, to determine the sensitivity of the adQM/MM results on the specific QM 

level of theory, the RDFs obtained from simulations with the B3LYP/6-31++G* method 

are compared in panels g and h with the corresponding results obtained with the PM3-

MAIS method. Both simulations were performed using the ME scheme. Also shown for 

reference are the RDFs obtained from MD simulations in which classical force fields 

were used for the Cl--H2O and H2O-H2O interactions as described in Section 2.2. Overall, 

the B3LYP/6-31++G*method provides the best agreement with the experimentally-

derived data. However, both the Cl--O and Cl--H RDFs are slightly shifted to larger 

distances, and the first peak of the Cl--O RDF appears to be somewhat too low and broad. 

Since the analysis of the PM3-MAIS RDFs shows that the shape of the first peak is 

essentially independent of the specific embedding scheme used in the calculations, the 

differences between the B3LYP/6-31++G* and experimental RDFs are likely due to 
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inaccuracies of the B3LYP method in the description of the Cl--H2O interactions. It is 

important to note that standard classical simulations with MM potentials predict Cl--O 

and Cl--H RDFs that are significantly overstructured. 

 

3.3 Solvation structure of the zwitterionic form of glycine in water 

It has been shown that protein motion is intimately linked to the motion of the 

surrounding aqueous environment.46-52 For example, it is well known that in the absence 

of water the reactivity of enzymes stops or is severely slowed down.53 The molecular-

level characterization of hydration effects is therefore crucial for the development of a 

comprehensive understanding of the relationship between protein structure and function 

under physiologically relevant conditions.54 The interactions between biomolecules and 

water have been extensively studied using different experimental techniques55-59 and 

theoretical methodologies.60-64 In particular, classical MD simulations with empirical 

force fields have largely contributed to the current understanding of the structural, 

thermodynamic and dynamical properties of protein-water interfaces. However, it has 

been shown that the results of these simulations strongly depend on the specific potential 

functions used to describe the water-protein interactions.65,66 Importantly, most of the 

empirical force fields used in the MD simulations are not capable of accurately 

reproducing quantum-mechanical electronic effects associated with charge transfer and 

polarization, which can play a significant role in molecular systems with strong hydrogen 

bonds. In this regard, full ab initio molecular dynamics simulations at the Hartree-Fock 

level have recently been reported for an entire protein in water.67 
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In this study, the adQM/MM method is used to characterize the hydration structure of 

the zwitterionic form of glycine for which both experimental68 and ab initio MD69 results 

are available. The adQM/MM simulations were carried out in the NPT ensemble for a 

system containing one glycine molecule and 779 water molecules in a periodic cubic box 

of side length ~28 Å. In all simulations, 18 water molecules were included in the A 

region while 7 water molecules were assigned to the T region. Three sets of simulations 

were performed: 1) classical MD simulations with empirical force fields, 2) adQM/MM 

simulations using the B3LYP density functional with the 3-21G* basis set70 for the QM 

calculations, and 3) adQM/MM simulations using the B3LYP density functional with the 

6-31+G* basis set40-44 for the QM calculations. The hydration structure around the 

glycine molecule was characterized through the analysis of the RDFs describing the 

spatial correlation between the water molecules and the two hydrophilic functional 

groups -NH3
+ and –COO-. The results are summarized in Figure 6.  

Large differences exist between the three sets of results, which are particularly 

evident in the hydration of the –NH3
+ group (panels a-d). In this case, the adQM/MM 

results are sensitive to the choice of the basis set, with the RDFs obtained from 

simulations with the 3-21G* predicting a more compact water structure. The first peak of 

the N-Ow RDF calculated from the B3LYP/3-21G* and B3LYP/6-31+G* adQM/MM, 

and the fully classical MM simulations is located at 2.62 Å, 2.86 Å, and 2.95 Å, 

respectively. The B3LYP/6-31+G* adQM/MM result is in excellent agreement with the 

corresponding experimental value of 2.85 ± 0.05 Å.68 An important feature that is evident 

from the analysis of the hydration structure around the –NH3
+ group is the presence of 

two well-separated regions in the Hn-Ow RDF (panel c) calculated at the adQM/MM 
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level. This specific feature, which also appears in the RDFs calculated using ab initio MD 

simulations, is completely missing in the RDFs obtained from MM simulations. This 

difference can be explained by considering the formation of strong hydrogen bonds 

between the oxygen atoms of the water molecules and the hydrogen atoms of the –NH3
+ 

group involving a significant amount of charge transfer that is neglected when MM 

potentials are used. Qualitatively similar differences were obtained for the RDFs 

describing the spatial correlation between the water molecules and the COO- group, with 

the B3LYP/3-21G* adQM/MM simulations again predicting a more compact hydration 

structure. All three Og-Hw RDFs display a well-defined first peak between 1.8 and 2.1 Å, 

which was also found in the ab initio MD simulations of Ref. 69.  

As expected from the analysis of the radial distribution functions, significant 

differences are found in the local structure of water around the –NH3
+ group obtained 

from the adQM/MM simulations with the B3LYP functional depending on the basis set. 

As shown in Figure 7, the more compact structure obtained with the 3-21G* basis set 

leads to the establishment of an extended hydrogen bond network around the glycine  

zwitterion (left panel). Due to this particular arrangement, proton transfer involving the –

NH3
+ group and surrounding water molecules was observed to occur with relatively high 

frequency (> 1 ps-1). By contrast, no proton transfer events were observed in the 

adQM/MM simulations with the 6-31+G* basis set, which also provides a more accurate 

description of the overall hydration properties. This analysis clearly indicates that, 

besides the density functional, the choice of a proper basis set is critical for the physically 

correct representation of molecular processes in solutions using adQM/MM simulations.  
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4. Conclusion 

The adQM/MM method was applied to the study of: 1) Halide exchange SN2 

reactions in aqueous phase, 2) Cl- hydration, and 3) Solvation structure of the zwitterionic 

form of glycine in water. In all cases, a direct comparison with the results obtained from 

classical MD simulations with MM potentials and standard QM/MM simulations, and, 

when available, with data from full QM simulations and experiments was made. It was 

shown that, compared to the standard QM/MM results, the adQM/MM simulations 

provide a more physically realistic representation of chemical reactions in solution by 

correctly describing the interactions between the reactive complex and the water 

molecules along the entire reaction coordinate. Although the applications discussed in 

this study are focused on thermodynamic and structural properties, the adQM/MM 

method also represents a promising approach for investigating the dynamics of 

condensed phase systems. In particular, the force continuity guaranteed by the 

adQM/MM scheme enables the calculation of time-correlation functions that can be 

Fourier-transformed to obtain dynamical and spectroscopic quantities, which are not 

accessible using currently available adaptive QM/MM approaches.16,71 Work along these 

lines is ongoing in our lab. 

The analysis of the Cl- hydration structure indicates that the adQM/MM method 

represents an effective approach for studying solvation processes. In particular, it was 

shown that the structure of the first solvation shell is essentially independent of both the 

size and location of the transition region between the active and environment regions. 

Thus, the quality of the results obtained is mainly a function of the QM method chosen. 

Since the properties of the active region quickly converge with its size, solvation 
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processes can be studied at higher QM levels of theory than those used in standard ab 

initio MD simulations at effectively the same computational cost.  

Finally, the analysis of the solvation structure of the zwitterionic form of glycine in 

water emphasized the importance of purely quantum-mechanical electronic effects in the 

description of strong hydrogen bonds in solution. Results that are comparable to full ab 

initio MD simulations and experiment were obtained with the present adQM/MM 

simulations. It was shown that, besides the QM Hamiltonian, an adequate basis set is 

critical for a physically correct representation of the molecular process of interest. 

Although this study shows that the properties of the active region are effectively 

independent of the location of the transition region, the results appear to be sensitive to 

the specific scheme used to describe the electrostatic interactions between the QM and 

MM regions. Future work will focus on the development of improved embedding 

schemes for a more accurate representation of the boundary properties between the QM 

and MM regions as well as on the application of the adQM/MM method using more 

physically correct descriptions of the MM region including polarization effects. 
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Tables 1. Lennard-Jones parameters employed in the adQM/MM simulations of the SN2 
reactions described in Section 2. The parameters for the halogen atoms are from Ref. 19 
while those for the halide atoms are from Ref. 21. 
 

X Rmin/2 (Å) ε (kcal/mol) 

F 1.750 0.061 

F- 2.257 0.0074005 

Cl 1.948 0.265 

Cl- 2.711 0.0127859 

Br 2.020 0.420 

Br- 2.751 0.0269586 
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Tables 2. The potential and free energy barrier heights for X’- + CH3X � X’CH3 + X- 
SN2 reactions in gas and aqueous phase.a The experimental value for the reaction with X 
= Cl is 26.6 kcal/mol.72 
 

 
 

Potential energy barrier   Free energy barrier 

 Gas phase  Gas phase  In water 

X  
wo/ZPE 

corr. 
w/ZPE  
corr.b 

 
 

  Standard QM/MMc adQM/MMd 

F  43.8 43.3  57.6 ± 0.2  62.5 ± 0.5 61.6 ± 0.9 

Cl  15.7 14.5e  19.3 ± 0.9  26.4 ± 0.2 27.8 ± 0.9 

Br  9.8 8.2  9.6 ± 0.2  17.7 ± 0.5 20.0 ± 0.1 

 
a. Energies are in kcal/mol. The barrier heights were obtained from the difference of the 

highest and lowest energies along the PMF curves. 
b. ZPE was calculated from the harmonic frequencies using the PM3-PDDG 

semiempirical Hamiltonian. 
c. Only the reactive system, X’- + CH3X, is treated at the QM level.  
d. The number of water molecules in the A region was 10 and 15 for X= F and X = Cl 

and Br, while, in all cases, 7 water molecules were included in the T region. 
e. The barrier height is 13.09 kcal/mol at the CBS-QB3(+) level of theory including 

zero-point energy correction.33 
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Figure 1. Schematic representation of the adQM/MM method. The system is divided into 
3 regions: Active (A), transition (T), and environment (E) regions. The active region is 
treated quantum mechanically, while the environment region is treated at the MM level. 
The transition region T is located between the active and environment regions. The QM 
center is located at the center of active region. See main text for details. 
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Figure 2. PMF curves calculated along the reaction coordinate (RC) of the SN2 reactions 
X’- + CH3X � X’CH3 + X-. The reaction coordinate is defined as difference between the 
C-X and C-X’ distances. The transition state is located at RC = 0 Å. The number of QM 
solvent molecules included in the adQM/MM calculations is 10 (A region) and 7 (T 
region) for X = F, and 15 (A region) and 7 (T region) for X = Cl and Br.  
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Figure 3. Radial distribution functions of the water molecules around the two Br atoms at 
the transition state of the reaction, CH3Br + Br’- � Br- + CH3Br’. The RDFs are 
calculated from the simulation of the umbrella window at RC = 0 Å.  
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Figure 4. Potential energy scans for two Cl--H2O orientations calculated using different 
QM levels of theory. The geometry of the water molecule is fixed at its MP2/aug-cc-
pVTZ optimized structure. The MM force field parameters for the Cl- ion were taken 
from Ref. 21, and the SPC/Fw model was used to describe the water interactions.20  
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Figure 5. Cl--O and Cl--H radial distrubution functions. The experimentally-derived 
RDFs are from Ref. 45. The graphs from top to bottom describe the comparisons for: 1) 
Different A region sizes, 2) Different T region sizes with a fixed A region size, 3) 
Mechanical (ME) versus electrostatic (EE) embedding, 4) Different QM levels of theory. 
The boundaries of the T regions are indicated with colored dashed lines. The green and 
blue dashed lines in panels (e) and (f) correspond to the the inner and outer boundaries of 
the T regions for ME and EE, respectively. The blue and red dashed lines in panels (g) 
and (h) correspond to the the of the inner and outer boundaries of the T regions for PM3-
MAIS and B3LYP, respectively. The force field parameters for the Cl- ion were taken 
from Ref. 21, and the SPC/Fw model was used to describe the water interactions.20 
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Figure 6. Radial distrubution functions of the water molecules around the hydrophilic 
group of the glycine zwitterion, -NH3

+ and –COO-. Ow and Hw labels the oxygen and 
hydrogen atoms in water, respectively. Og labels both oxygen atoms of the –COO- group, 
and Hn labels all hydrogen atoms of the -NH3

+ group. 

Page 34 of 36

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 35

 

 
 
Figure 7. Representative snapshots of the hydration structure around the glycine 
zwitterion obtained from adQM/MM simulations with the B3LYP/3-21G*(left) and 
B3LYP/6-31+G* (right) methods. Only the 18 closest water molecules are shown. 
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