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Self-consistent charge density functional tight-binding (SCC-DFTB) is a semiempirical method based on
density functional theory and has in many cases been shown to provide relative energies and geometries
comparable in accuracy to full DFT or ab initio MP2 calculations using large basis sets. This article shows
an implementation of the SCC-DFTB method as part of the new QM/MM support in the AMBER 9 molecular
dynamics program suite. Details of the implementation and examples of applications are shown.

Introduction

Computational studies are important for understanding bio-
logically relevant systems such as proteins, nucleic acids, and
carbohydrates. Those systems are usually too large to be treated
with quantum mechanical (QM) methods, and approximated
molecular mechanics (MM) methods based on classical me-
chanics such as Monte Carlo (MC) or molecular dynamics (MD)
are used instead.1 These MM methods apply parametrized force
fields to describe molecular properties such as bond lengths,
angles, dihedrals, electrostatic, and van der Waals forces. The
use of such parametrized methods reduces the computational
complexity sufficiently to allow for the study of processes
including ligand binding,2,3 enzyme reaction mechanisms,4

protein folding,5 refolding,6 and denaturation,7 providing invalu-
able help in the analysis of complex experimental data and
structures.

Among the computational packages developed for MM
calculations, one of the most commonly used for MD simula-
tions of biological systems is the AMBER package.8 “AMBER”
is an acronym to assisted model building with energy refinement,
a name that reflects its origins in the late 1970s and actually
refers to a suite of programs (rather than a single program)
developed to carry out and analyze MD simulations providing
a powerful framework particularly for simulations of biologically
relevant systems such as proteins, nucleic acids, and carbohy-
drates.8 The name AMBER is also often used to refer to the
particular family of force fields implemented in the AMBER
package, although the proper reference to the force field should
include specific version details (e.g., ff99).

Despite continuous efforts to develop more reliable force
fields for use in such calculations,9 including the use of QM
calculations and genetic algorithms in the parametrization of
the force field, classical mechanics methods lack the ability to
treat fundamentally quantum processes, such as bond breaking
and forming and charge fluctuations as a function of geometry,10

or to describe parts of the potential energy surface far from
equilibrium.11 In some cases, although computationally expen-
sive, it is possible to treat a model system purely by QM
methods,12,13 but the effect of the environment must be either
neglected or simulated by a continuum dielectric approximation.
An alternative that allows the explicit inclusion of environment
effects while treating the most relevant part of the system with
full quantum mechanics was first explored by Warshel and
Levitt as early as 197614 and is the use of hybrid quantum
mechanics/molecular mechanics (QM/MM) calculations whereby
a subsection of the system is treated by QM methods, the
remainder (environment) is treated by standard molecular
mechanics (MM) methods, and a coupling potential is used to
connect the two regions.15

In its latest incarnation (version 9),16 AMBER includes
significantly improved QM/MM support (as compared to earlier
versions of AMBER), with seamless integration in its MD
program, SANDER. (The acronym refers to simulated annealing
with NMR derived energy restraints but, since its first version,
the program has evolved to perform many tasks completely
unrelated to NMR.) This new QM/MM module supports a
variety of semiempirical QM Hamiltonians such as MNDO,17,18

AM1,19 PM3,20,21PM3/PDDG,22 MNDO/PDDG,22 MNDO/d,23

and SCC-DFTB.24,25 This manuscript refers specifically to the
implementation of the SCC-DFTB method in AMBER, while
the implementation of the other QM methods along with support
for generalized Born and the development of a QM/MM
compatible particle-mesh Ewald treatment of long-range elec-
trostatics are discussed in a separate article.26

Theory

Molecular Mechanics. As mentioned before, in a MM
calculation, a parametric equation is used to describe the
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energetics of the system. A simple functional preserving the
essential nature of molecules in condensed phases is used in
SANDER:

The terms in the right-hand side represent the bond, angle,
dihedral, van der Waals, and electrostatic potential energies,
respectively. To run a MM calculation, the parametersKr , req,
Kθ, θeq, Vn, γ, AAB, BAB, and the chargesQA must be adjusted
for different molecules or residues, usually to reproduce some
experimental property or quantum calculation. The term “force
field” refers to a specific set of those parameters, derived to
work together.

Part of the difficulties encountered by MM simulations comes
from the quadratic nature of the two first terms, which forbids
bond breaking to occur. Also, effects due to electronic rear-
rangement are neglected by fixing the charges. This last hurdle
can be partially overcome by the use of polarizable force
fields,27,28however at an increased computational cost. Another
alternative is the use of hybrid QM/MM methods, as discussed
below.

QM/MM. In a hybrid QM/MM calculation,14,15 the system
is partitioned into two regions: a QM region, typically consisting
of a relatively small number of atoms relevant for the specific
process being studied, and a MM region with all the remaining
atoms. The total Hamiltonian (Ĥ) for such a system is written
as:

whereĤQM andĤMM are the Hamiltonians for the QM and MM
parts of the system and are calculated using either the QM
method chosen or the usual force field equations, respectively.
The remaining term,ĤQM/MM, describes the interaction between
the QM and MM parts and typically contains terms for
electrostatic, van der Waals, and bonded interactions across the
region boundaries:

In AMBER’s SCC-DFTB implementation, the electrostatic
interaction energy between QM and MM regions is calculated
as a Coulomb interaction between the atomic charges (qR),
derived from the SCC-DFTB by means of Mulliken population
analysis and the parametrized (RESP) charges of the MM atoms
(QA) from the classical force field:

whererRA is the distance between the QM atomR and the MM
atomA (Greek letters are used here for QM atoms, and roman
for MM atoms). This interaction is added as an extra term to
the SCC-DFTB Hamiltonian, and the energy of the quantum
system in the presence of the MM external charges is calculated
via the self-consistent process described below.

The ĤvdW
QM/MM term is calculated as usual, using the standard

12-6 Lennard-Jones equation and parameters derived from the

force field in use for both the QM and MM atoms. It has been
shown that the use of the MM parameters in this interaction
does not introduce significant errors in the calculation.29

Finally, if there are covalent bonds across the boundaries of
the QM/MM system, additional approximations are necessary.
The way in which one should treat covalent bonds that cross
the QM-MM interface is probably the most debated subject in
hybrid QM/MM simulations, and a variety of different methods
have been proposed for dealing with this problem. Broadly the
most commonly utilized methods fall into three categories. The
first category, and the approach used in AMBER, is the link
atom approach. First introduced by Singh and Kollman,30 this
method has found widespread use in QM/MM calculations, with
a number of variations being developed later, including those
by Bersuker et al.31 and Morokuma et al.32 In this approach, a
link atom, which is typically but not always a hydrogen atom,
is placed along the bond between the QM and MM region at a
suitable distance (∼1 Å) to satisfy valence requirements. The
link atom is included in the QM part of the calculation as a
regular QM atom. It shares the same pair list for QM-MM
interactions as real QM atoms. Such an approach does nothing
to maintain the bond between the QM and MM regions, and so
this must be dealt with classically in the MM part of the
calculation.

The second category of methods are the capping potential or
pseudo bond methods,33 which use an element of fictitious type
to “cap” each bond between the QM and MM regions. The third
category is the hybrid-orbital approach, which employs either
hybrid or localized frozen orbitals on the QM atom of the QM-
MM covalent pair.34,35

The link atom approach is by far the simplest to implement
and, if used carefully, can give satisfactory results.36 A recent
study by König et al. on the effect of different QM/MM frontier
treatments with SCC-DFTB as the QM method also concluded
that the effect of using different link atom schemes in QM/
MM simulations is rather small, especially in reactions that
conserve the total charge, and emphasizes that other technical
details such as the treatment of long-range electrostatics can
often play a more important role.37

There are a number of ways to implement a link atom
approach that deal with both the way the link atom is positioned,
the way the forces on the link atom are propagated, and the
way nonbonding interactions around the link atom are treated.
For DFTB calculations, we use a link atom scheme developed
as part of the rewriting of AMBER’s semiempirical QM/MM
method is used.26 This approach is similar to that used by
Dynamo,36 where the link atom is treated as part of the covalent
bond between the QM and MM atoms bonded across the
interface. Each time an energy or gradient calculation is to be
done, the link atom coordinates are automatically generated from
the current coordinates of the QM and MM atoms making up
the QM-MM covalent pair. The link atom is placed along the
bond vector joining the QM and MM atom using the formula:

whererjL, rjQM, andrjMM are the position vectors of the link atom,
QM atom, and MM atom, respectively, anddL-QM is a user-
defined constant specifying the QM to link atom bond length.
By default,dL-QM is set to the equilibrium distance of a methyl

U(R) ) ∑
bonds

Kr(r - req)
2 + ∑

angles

Kθ(θ - θeq)
2

+ ∑
dihedrals

Vn

2
[1 + cos(nφ - γ)] + ∑

A<B

atoms(AAB

RAB
12

-
BAB

RAB
6 )

+ ∑
A<B

atomsQAQB

εRAB

(1)

Ĥ ) ĤQM + ĤMM + ĤQM/MM (2)

ĤQM/MM ) ĤvdW
QM/MM + Ĥelect

QM/MM + Ĥbonds
QM/MM (3)

Eelect
QM/MM ) ∑

R

QM

∑
A

MM QAqR

rRA

(4)

EvdW
QM/MM ) ∑

R

QM

∑
A

MM [ARA

RRA
12

-
BRA

RRA
6 ] (5)

rjL ) rjQM + dL-QM

rjMM - rjQM

|rjMM - rjQM| (6)
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C-H atom pair (1.09 Å), but this can be changed at run time
if desired. Similarly, while the default link atom to be used is
a hydrogen atom, this can be changed by the user at run time
as necessary.

The electrostatic interactions of the MM link pair atom are
replaced by those of the link atom, while the van der Waals
interactions remain with the MM link pair atom. This is achieved
by zeroing the charge of this MM atom for the entire duration
of the MD simulation such that all other atoms that would
normally see this atom’s charge instead see the link atom, which
has no van der Waals radius. The link atom position is calculated
at each dynamics step based on the current positions of the
QM-MM link pair. Once the link atom position is known, it
can be employed in the quantum part of the energy evaluation.
The link atom is treated in exactly the same was as the real
QM atoms. It shares the same nonbond list as the other QM
atoms interacting with the point charges of the MM atoms. Test
calculations have shown that this approach gives significantly
better stability of the charge on QM atoms around the QM-
MM interface than is observed if the QM link atom interacts
only with other QM atoms not seeing the MM charge field.26

In addition, while our link atom approach introduces a slight
displacement in position of the charge on the MM link atom to
a dynamic charge on the link atom, the overall effect is likely
to be very minor. Also, the gradients are formally correctly dealt
with when transferring the force on the QM link atom back to
the atoms making up the QM-MM link pair and so this
approach properly conserves energy. We feel that it is more
important to concentrate on improving the accuracy of the QM
Hamiltonian and the size of QM system that can be simulated
in a given time than at it is to overly tweak the treatment of
covalent bonds. Such an approach is also advocated by other
QM/MM software developers.36

Once the QM gradient has been calculated, the force on each
link atom is redistributed between the QM and MM link pair
by application of the chain rule.

There are a number of advantages to this link atom approach.
The first is that constraining the link atom position to the QM-
MM link pair bond vector does not introduce extra degrees of
freedom into the calculation. This makes temperature and
pressure control easier and also means that statistical averages
and fluctuations can be directly compared between pure MM
and hybrid QM/MM simulations. The second is that the entire
link atom procedure is transparent to the user. The user simply
selects which atoms are to be treated quantum-mechanically,
and the code then determines which bonds are to be broken,
how many link atoms are needed, and where they are to be
placed. The third is that the link atom position need only be
known by the QM part of the code, and as such there is no
need for special restart file formats or extension of the
coordinate, force, or velocity arrays. This makes the implemen-
tation significantly easier and greatly reduces the potential for
coding errors. A fourth and very desirable advantage is that the
definition of the link atom position (eq 6) ensures that the link
atom is always in the correct position each time the QM potential
is calculated. Our experience shows that this greatly improves
the convergence behavior and stability of QM/MM MD simula-
tions and allows time steps of the same magnitude as are
typically used in classical MD simulations.

The remaining details of how the QM-MM boundary is
treated are as follows: for the interactions surrounding the link
atom, the MM bond term between the QM and MM atom are
calculated classically using the AMBER force field parameters
as are any angle or dihedral term that include at least one MM

atom. The Lennard-Jones interactions between QM-MM atom
pairs are calculated in the same way as described in the section
above with exclusion of 1-2 and 1-3 interactions and scaling
of 1-4 interactions in line with the ethos of the AMBER force
field. This just leaves the electrostatic interactions between QM
and MM atoms around the region of the link atom. For this, a
number of approaches was investigated.26 The best method
found is one where all electrostatic interactions between any
MM atom (excluding MM atoms directly bonded to a QM atom)
that is within the user specified cutoff distance of any QM atom
are calculated for all QM atoms, including the link atom, without
exclusion or scaling. This method overestimates the interactions
of 1-2, 1-3, and 1-4 QM-MM atom pairs due to the fact
that these interactions are included in the bond, angle, and
dihedral parametrization and in the QM calculation. However,
while not always the optimum method, it is simple to implement
and experience has shown that it behaves well in the widest
variety of situations.26

Charge conservation with link atoms is achieved by one of
two methods. Any difference in charge between the QM region
and the parametrized charges of the MM atoms that are replaced
by QM atoms can either be distributed to the MM atoms
surrounding the MM link atom pair or evenly across all the
remaining MM atoms. This approach is discussed in more detail
elsewhere.26

SCC-DFTB. The self-consistent charge density functional
tight-binding (SCC-DFTB) method is an approximate method
based on density functional theory (DFT). The SCC-DFTB
theory has been described in detail elsewhere24,25 (and in other
articles in this issue), therefore only a short summary will be
presented here.

In the SCC-DFTB approximation, the electronic density in
DFT theory is substituted by a reference density plus fluctua-
tions,F ) F0(r) + δF(r). The DFT total energy is then expanded
up to second-order terms in the charge density fluctuations. After
some approximations, the result can be written in a tight-binding
format as:25

The two first terms on the right-hand side of eq 7 are
calculated at the reference densityF0 and form the original (non-
self-consistent charge or first order) DFTB approximation.38 The
first term is the “band structure term” (this terminology is
inherited from the materials science origins of the DFTB
approximation) and refers to the leading matrix element of the
Hamiltonian,Ĥ0. The Kohn-Sham molecular orbitalsψi are
expanded in a minimal basis set of Slater-type confined atomic
orbitals, i.e.,ψi ) ∑νcνiæν as described by Eschrig and Bergert,39

which is determined by solving the atomic Kohn-Sham
problem in the presence of a confining potential.38 These atomic
orbitals (æν) are then used to calculate the Hamiltonian matrix
elements as:

In eq 8,εµ
freeatomis the Kohn-Sham eigenvalue for orbitalæµ

in the unconfined atom, and three-center terms have been
neglected. The Hamiltonian and overlap matrix elements are
then precalculated in this two-center approximation for inter-
atomic distances on a relevant scale and tabulated,25,38 and

ESCC-DFTB ) ∑
i

occ

〈ψi|Ĥ0|ψi〉 + Erep +
1

2
∑
Râ

∆qR∆qâγRâ (7)

Hµν
0 ) {εµ

free atom , if æµ ) æν;

〈æµ|Ĥ(FR
0 + Fâ

0)|æν〉 , æµ ∈ R andæν ∈ â;

0 , otherwise

(8)

SCC-DFTB Method for Hybrid QM/MM Simulations J. Phys. Chem. A, Vol. 111, No. 26, 20075657



matrix elements at arbitrary distances can be obtained by
interpolation from the tables.

The second term is a short-range, pairwise repulsive interac-
tion, approximated as a sum of two-body potentials,

In practice, this term is fitted (using spline functions) to the
difference of total energies between a full DFT calculation and
the electronic part of a DFTB calculation (all terms exceptErep)
with respect to the bond length of interest in a suitable set of
reference molecules.40

The last term in eq 7 defines the second order, self-consistent
charge (SCC) approximation. It introduces long-range Coulomb
interaction corrections to the total energy due to the fluctuations
in the charges (∆qR ) qR - qR

0) centered at the atoms. TheγRâ
is an analytical function yielding the correct behavior in the
limiting cases: forRR ) Râ, γRâ gives the self-interaction
contribution ofR, which evaluates to the Hubbard parameter
for atom R (UR), and at the limit of large distances, it is the
pure Coulombic interaction between the two spherical charge
distributions centered atRR andRâ.

Applying the variational principle, the final Kohn-Sham
equations can be written as the system of algebraic equations:

where

Therefore, the second-order correction due to charge fluctua-
tions is represented by the nondiagonalHµν

1 terms, which
depend on the atomic charges. These charges are calculated by
Mulliken analysis and depend on the coefficientscµi of the
Kohn-Sham orbitals. So, the process must be iterated until self-
consistency is achieved. Because no integrals need to be
calculated, the computational time is dominated by the solution
of the eigenvalue problem in eq 10.

Finally, a simple analytic expression for the interatomic forces
can be derived by taking the derivative of the SCC-DFTB energy
with respect to the nuclear coordinates to yield:

The derivatives for the Hamiltonian and overlap are calculated
as needed from the tabulated values via a finite differences
approach, while simple analytical formulas can be obtained for
all of the remaining terms.

Dispersion. SCC-DFTB, being an approximation to DFT,
inherits many of its limitations. One important such limitation
is the well-known fact that the local density approximation
(LDA) or generalized gradient approximation (GGA) in DFT
functionals do not properly account for dispersion forces.41,42

Efforts have been made to correct for this behavior as an a
posteriori addition to DFTB.43,44 The method used in the

AMBER implementation follows Elstner et al.,43 where an
empirical correction is applied to the DFTB energy expression
to yield:

The C6
R parameters are derived from experimental atomic

polarizabilities, and the damping functionf(RRâ) adjusted in
order to reproduce a large set of reference data.43 The damping
function used in the AMBER implementation is the same as in
Elstner’s work:43

with the same values ofd ) 3.0, N ) 7, andM ) 4 for all
atoms andRRâ

0 calculated by a combination rule:

usingRR
0 ) 3.5 Å for H, 3.8 Å for C, N, and O, and 4.8 Å for

P and S atoms. The parameters in the original publication were
developed for DNAπ-π stacking interaction43 but can be
adjusted in an atom-by-atom base if needed.

Implementation

The implementation of SCC-DFTB in AMBER 9 is based
on the original DFTB source code (version 26.11.1998).
However, the code in AMBER 9 has been extensively rewritten
to conform to FORTRAN 95 standards, including full dynamic
memory allocation and greatly enhanced performance. It has
been integrated in the SANDER program such that just a change
of a few keyword values are needed to request a SCC-DFTB
calculation with the aim that the method be compatible with as
many of the classical MM approaches, such as replica ex-
change,45 targeted MD,46,47 etc. as possible. Some minor
modifications to the process of energy and gradient calculations
particular to the AMBER implementation are described below.
These modifications were done in the spirit of better calculation
of forces, resulting in much better energy conservation in
constant energy (nVE) MD runs. Developing a QM/MM
approach that can adequately conserve energy in thenVE
ensemble to approximately the same tolerances as classical MM
simulations has been paramount in this work. Details of the
ways in which energy conservation has been achieved and why
a high degree of accuracy in the forces is required is discussed
in detail elsewhere.26

The DFTB parameter files needed are the same as distributed
with the original DFTB. These files must be obtained separately
and are available free of charge from Marcus Elstner or from
the DFTB website (http://www.dftb.org).

SCF Convergence.Generally, the self-consistent-field cal-
culations are considered converged when the energy difference
between two consecutive iterations falls below an acceptable
threshold. Differing from the other SCC-DFTB implementations,
the AMBER implementation requires a second convergence
criterion: that the maximum difference between the charges in
any atom from two successive iterations also falls below an
established tolerance, which is set to either 0.05× (SCF
tolerance)1/2, the default, or equal to the SCF tolerance, if tighter
convergence is needed. This modification adds a very small

Erep ) ∑
Râ

URâ (9)

Hµν ) 〈æµ|Ĥ0|æν〉 +
1

2
Sµν ∑

ê

N

(γRê + γâê)∆qê

) Hµν
0 + Hµν

1 ; ∀µ∈ R,ν ∈ â (10)

Hµν
0 ) 〈æµ|Ĥ0|æν〉; Sµν ) 〈æµ|æν〉; ∀µ∈ R,ν∈ â (11)

FR ) - ∑
i

occ

ni ∑
µν

cµicνi(∂Hµν
0

∂RR

- (εi -
Hµν

1

Sµν
) ∂Sµν

∂RR
) -

∆qR ∑
ê

QM ∂γRê

∂RR

∆qê -
∂Erep

∂RR

(12)

ESCC-DFTB/d ) ESCC-DFTB - ∑
R,â

f(RRâ)
C6

Râ

RRâ
6

(13)

f(RRâ) ) [1 - exp(-d(RRâ/RRâ
0 )N)]M (14)

RRâ
0 )

(RR
0)3 + (Râ

0)3

(RR
0)2 + (Râ

0)2
(15)
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number of iterations in the SCF procedure and results in more
accurate gradients and better energy conservation during mo-
lecular dynamics calculations.

Also, assuming the atomic charges only change slightly from
one MD step to the next, the converged charges from the
previous MD step can be used as the initial guess in the SCF
procedure of the next MD step, resulting in accelerated SCF
convergence. This can, however, lead to convergence difficulties
when there is a larger change in charges from one MD step to
the next, in which case, the initial guess is reset to the default
neutral atom values and the SCF process is restarted.

Gradients. A second modification made in the AMBER
implementation is in the calculation of derivatives in eq 12.
Because the Hamiltonian and Overlap matrices are tabulated,
their derivatives are calculated by a finite differences algorithm.
The original DFTB implementation used a displacement of 0.01
a0 in this process, while a tighter value of 0.00001a0 is used in
AMBER. This tighter value was found to yield more accurate
forces when compared to forces calculated by finite differences
of the total energy.

CM3 Charges. The charge model 3 (CM3) comes from a
mapping procedure developed to correct for systematic errors
in individual bond dipoles.48 The procedure is optimized to
accurately reproduce charge-dependent properties such as dipole
moments and has been shown to provide a more realistic
description of the molecular charge distribution. The mapping
can be written as:

where theqi
CM3andqi

0 are the CM3 and original (e.g., Mulliken
or Löwdin) charges, respectively. The elements of the transfer
matrixT (Tij) are defined based on the Mayer bond order matrix
B as:

The elements of the Mayer bond order matrix are defined
from the density and overlap (P andS) matrices as:

wherei and j are atomic orbitals centered on the atomsR and
â. The calculation of the CM3 charges has been included in
the AMBER implementation based on the parametrization by
Kalinowski et al.,49 which was developed specifically for the
SCC-DFTB method as a mapping of the regular Mulliken
charges already calculated. The CM3 charges take no part in
the SCF process and are calculated only as needed for printout
and have no impact in the total computational time.

Long-Range Electrostatics.The Ewald sum method1,50 can
be used for the treatment of long-range electrostatics under
periodic boundary conditions. In this case, theγRâ function of
eq 19 is modified to include an Ewald pair potential term (æRâ),
which accounts for the QM-QM and QM-MM long-range
electrostatics:

whereæRâ ) æRâ(rRâ) is the usual Ewald pair potential between
atomsR andâ.1 This leads to a modified eigenvalue problem
(eq 10) that includes the Ewald pair potential:

The sum∑x
NæRê∆qê gives the Ewald field at the position of

atomR and must include terms due to both the QM-QM and
QM-MM interactions. Because the MM charges are constant,
the latter can be calculated only once outside the SCF, while
the former is calculated using the current Mulliken charges at
each SCF iteration in order to obtain, at the end of SCF
procedure, a set QM charge distribution that is consistent with
both the periodic MM field and the periodic QM field.

The AMBER 9 implementation of the Ewald sum for QM/
MM calculations is based on a modification of the work by
Nam et al.51 In that work, the authors use the Ewald sum method
for treating both the QM-QM and QM-MM interactions,
which can be expensive for large MM regions. AMBER 9
includes a new implementation of the FFT based particle-mesh
Ewald52 (PME) method for the QM-MM interactions developed
by Walker, Crowley, and Case,26 which, dependent on system
size, is typically 1 to 2 orders of magnitude faster and less
memory intensive than the regular Ewald method.

Figure 1. Example input file for sander using QM/MM and SCC-DFTB.

γRâ
Ew ) γRâ + æRâ (19)

Hµν ) 〈æµ|Ĥ0|æν〉 +

1

2
Sµν ∑

ê

N

(γRê + γâê + æRê + æâê)∆qê (20)

qR
CM3 ) qR

0 + ∑
â*R

TRâ (16)

TRâ ) DZRZâ
BRâ + CZRZâ

BRâ
2 (17)

BRâ ) ∑
i∈R

∑
j∈â

(PS)ji(PS)ij (18)
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Implicit Solvent. An SCC-DFTB parametrization of the
generalized Born (GB) method for implicit solvation has been
described by Xie and Liu.53 In this method, a GB polarization
term is added to theγRâ function resulting in a modified
eigenvalue equation, in a very similar manner as described above
for the Ewald long-range electrostatic interactions.

AMBER 9 includes support for implicit solvent in QM/MM
simulations by the GB method, as described by Pellegrini and
Field.54 Efforts are currently under way to integrate the QM-
GB and the SCC-DFTB implementations in AMBER, and de-
tails as well as sample applications will be described elsewhere.

Integration within SANDER. One of the goals of the current
implementation was to provide full integration of the SCC-
DFTB method with the MD capabilities of SANDER, AM-
BER’s MD module. As an illustration, Figure 1 shows an input
for a QM/MM MD calculation in SANDER using SCC-DFTB
as the QM method. The ifqnt)1 flag in the &cntrl namelist
specifies that part of the system is to be treated quantum
mechanically, and SANDER will look for a &qmmm namelist
with the details of the QM calculation.

In the &qmmm namelist, the atoms to be treated quantum
mechanically are specified by qmmask (using the regular
ambermask nomenclature, in this example, residues 1 to 3).
qmtheory)7 requests SCC-DFTB. All other flags are optional,
and in this case use dispersion (dftb_disper)1) and request that
CM3 charges be calculated and printed (dftb_chg)1), define
the SCF convergence criterion (scfconv)1.0e-9), require that
the same convergence criterion is to be used for the charges
(tight_p_conv)1), and that the Ewald sum method is to be used
for long-range electrostatics involving the QM atoms (qm_
ewald)1). All the available options are described in more detail
in the AMBER 9.0 manual. (http://amber.scripps.edu).

Results and Discussion

Alanine dipeptide (Ace-Ala-NMe, henceforth abbreviated
as AD, Figure 2) is a convenient model system, composed of

an alanine unit blocked by an acetyl group at the N-terminus
(Ace) and aN-methylamide group (NMe) at the C-terminus. It
has often been used as a model system in studies of backbone
conformational equilibrium in proteins. Recent experimental
results suggest that the backbone preferences in proteins are
already present in blocked aminoacids.55,56 A number of
experimental55,57-60 and theoretical61-78 studies indicate that the
potential energy surface for AD in vacuum and in solution are
considerably different: while in the gas-phase the global
minimum is believed to be a C7eq structure (æ ∼ -83°, ψ ∼
73°),70 interaction with water favors the polyproline-II (PII, æ
∼ -75°, ψ ∼ 150°) conformation.60

AD has also been used previously to investigate the perfor-
mance of the SCC-DFTB method as compared to different
classical force fields.69 General force fields, being designed to
reproduce the properties of large biological systems, have
difficulty in the simulation of small molecules such as AD. On
the other hand, high-level ab initio calculations are possible only
for a small number of conformations and prohibitively expensive
for extended molecular dynamics simulations.

To illustrate the use of SCC-DFTB in AMBER, two different
applications are shown here: The first is a calculation of the
free energy surface of AD in explicit water, where the AD is
treated quantum mechanically and the water molecules classi-
cally using the TIP3P79 model. Use of a fast semiempirical
method (such as SCC-DFTB) coupled to a molecular mechanics
representation of the solvent makes it possible to simulate the
AD in water in a reasonable time scale. For comparison
purposes, the same calculation is done where the AD is treated
by a classical force field using the AMBER ff99SB9 and ff0380,81

parameters. The second example is an illustration of the use of
advanced capabilities available in AMBER, a replica exchange
molecular dynamics (REMD) simulation of AD in vacuum,
where the whole AD is treated quantum mechanically. Those
results are meant only to exemplify the use of SCC-DFTB in
AMBER, and a more detailed study will be published elsewhere.

Molecular Dynamics of Alanine Dipeptide in Explicit
Water. The system was prepared using the Leap program (part
of the AMBER package). The AD solute was placed in a box
with 630 water molecules for a total of 1912 atoms with periodic
boundary conditions. All long-range interactions were calculated
using the particle-mesh Ewald (PME) approach.52,82 The
SHAKE algorithm83,84was used to restrain the bonds containing
hydrogen in both QM and MM regions, allowing a time step

Figure 2. Alanine dipeptide.

Figure 3. Energies from the QM/MM simulation using 1.0× 10-9 Eh

convergence criteria.

Figure 4. Convergence of the QM/MM simulation using 1.0× 10-9

Eh convergence criterion. The regions in the Ramachandran plot are
indicated in Figure 5.
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of 2 fs to be used. All constant temperature calculations used
the Langevin thermostat85 with a collision frequency of 2.0 ps-1.
Calculations with pressure regulation used a relaxation time of
2.0 ps. The QM/MM calculations used SCC-DFTB with

dispersion corrections for the AD (with the same dispersion
parameters as published by Elstner et al.43) and the TIP3P model
for the water molecules.79 The van der Waals parameters from
the classical force field AMBER ff99SB9 were used for the

Figure 5. Free energy surfaces for alanine dipeptide in water, obtained using full classical calculations and the force fields (a) AMBER ff99SB,
(b) AMBER ff03, and QM/MM (alanine dipeptide quantum, waters classical TIP3P) with SCF convergence tolerance set to (c) 1.0× 10-6 Eh, (d)
1.0 × 10-9 Eh, and charge convergence criterion of 0.05× (SCF tolerance)1/2. The divisions in (d) indicate the regions of the Ramachandran plot
used in determining the convergence of the simulations (see Figure 4). The energy scale on the right side is in kcal/mol, relative to the global
minimum in each case.

Figure 6. Potential energy distributions at the different temperatures
used in the REMD simulation of alanine dipeptide.

Figure 7. Convergence of the REMD simulation. The regions of the
Ramachadran plot are indicated in Figure 8.
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quantum atoms in the interaction with the classical region. For
comparison purposes, similar calculations were performed with
the AD treated quantum mechanically by the SCC-DFTB
method and different convergence criteria, and also classically
using the AMBER force fields ff99SB9 and ff03.80,81

Before the production runs, all the systems were equilibrated.
After a full MM energy minimization (to remove bad contacts),
the system was run at 300 K for 100 ps using constant volume
and temperature (nVT), then equilibrated to 1 bar pressure for
another 100 ps using constant pressure and temperature (nPT).
For the QM/MM calculations, an additional equilibration of 100
ps nPT with the AD now treated quantum mechanically was
performed. All results shown here were generated after a
production run of 30 ns at constant volume and energy (nVE
ensemble), from which the first 10% are excluded from the
analysis.

The SCF convergence criterion used was 1.0× 10-9 Eh and
the charges convergence criterion set to 0.05× (SCF tolerance)1/2

in all calculations. As a testament to the huge degree of
optimization that has been undertaken while rewriting the DFTB
code on a single processor, these calculations are just 2.6 and
2.9 times slower than an all-classical calculation. However, the
current implementation is still not optimized for parallel pro-
cessing, and the same calculations using four processors are
4.0 and 4.7 times slower than the all-classical calculation,
respectively, indicating that most of the time is being spent on
the classical calculations, which, in AMBER, are already
parallelized. Extensive work is underway to make DFTB fully
parallel in the next AMBER release, and it is anticipated that,
by that time, the same DFTB calculations as above will be no
more than 2.0 times slower than the corresponding all-classical
simulation.

The total, kinetic, potential, and SCF energies vs time are
shown in Figure 3. It can be clearly seen that energy is very
well conserved on this time scale. Figure 4 shows the sampling
convergence of this same calculation. The Ramachandran plot
was divided in sections according to the previous work of Hu
et al.,69 (Figure 5d) and the number of structures in each session
accumulated. It shows that indeed, the ensemble distribution
has converged after 30 ns.

The free energy surfaces for AD were obtained by calculating
the (normalized) probabilityP of finding the AD in a conforma-
tion at a particular region in (æ,ψ)-space from the MD

trajectories, then converting this number to free energies byG
) -RT ln(P), whereG is the Gibbs free energy,R is the general
gas constant, andT is the temperature. The free energy surfaces
for AD in explicit water at 300 K calculated from thenVE
trajectories are shown in Figure 5. To gauge the importance of
tight convergence and thus more accurate gradients, results using
a convergence criterion of 1.0× 10-6 Eh in the SCF procedure
are also shown. All surfaces show similar minima on theâ and
RR regions of the Ramachandran plot. However, the rotational
barriers are higher in the classical calculations, especially in
the simulations using the ff03 force field, an effect that may be
related to the nature the harmonical approximation used by the
force fields, as described above (eq 1). A similar conclusion
was reached by Hu et al.69 in a previous study.

Those surfaces can also be compared to the Ramachandran
plots obtained by Lovell et al.86 In that study, the authors
searched the PDB database for the conformation of all peptides
excluding glycine, proline, and pre-proline, and the structures
found were arranged in a Ramachandran plot. Lovell et al.
results86 agree very well with the prediction from the QM
trajectories displayed in Figure 5.

Replica Exchange Molecular Dynamics of Alanine Dipep-
tide in Vacuum. It is currently accepted that at least six minima
exist in the energy surface of AD in vacuum, denoted by C7eq,
C5, C7ax, δR, RL, andδL, ordered from the most to the least
stable structure according to ab initio and DFT calcula-
tions.35,64,67,70,76,77,87Although the relative energies change
slightly, the overall ordering does not depend on the level of
theory. Table 1 shows the dihedral angles and relative energies
for these structures from Vargas et al.76 The geometries were

Figure 8. Free energy surface of alanine dipeptide in vacuum at 300 K, from the REMD simulations using QM and the AMBER ff99SB force
field. The filled circles indicate the minima from Vargas et al.76 The energy scale is in kcal/mol and relative to the global minimum in each case.

TABLE 1: ( æ,ψ) Angles and Relative Energies for the
Different Minima of Alanine Dipeptide, from Vargas et al.
(ref 76)a

conformer æ ψ ∆E

C7eq -82.6 75.8 0.00
C5 -161.1 155.5 1.39
C7ax 73.7 -53.7 2.66
δR (â2) -82.3 -9.5 3.35
RL 63.8 30.2 5.19
δL (R′) -164.7 -38.3 6.80

a Geometries were optimized at the MP2/aug-cc-pVDZ level and
energies extrapolated to MP2/CBS limit. Angles are in deg, and energy
differences in kcal/mol relative to the C7eq minimum.
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optimized at the MP2/aug-cc-pVTZ level and the relative
energies extrapolated to the complete basis set limit from a series
of single point MP2/aug-cc-pVxZ calculations (x ) D, T, Q).76

For the REMD simulations of AD in vacuum, six replicas
were used at temperatures of 161.2, 219.9, 300.0, 419.3, 558.4,
and 761.8 K. Exchanges were attempted 10 000 times, with 0.5
ps between attempts, and a time step of 1 fs with SHAKE83,84

was used. The Langevin thermostat85 with a collision frequency
of 2.0 ps-1 was used to regulate the temperatures. The dispersion
correction to the DFTB energy was applied in the same way as
described above.

The potential energy distributions at the various temperatures
used are shown in Figure 6. The overlap of the distributions
indicates that the temperature distribution used was adequate.
Figure 7 shows the sampling convergence of the REMD
simulation as a function of the number of exchange attempts.
The convergence was estimated as described above for AD in
water by using the regions in the Ramachandran plot, as
indicated in Figure 8. The plot in Figure 7 shows that the
ensemble distribution obtained from the REMD calculation is
converged.

The free energy surface obtained at 300 K is shown in Figure
8. The minima obtained by Vargas et al.76 are also indicated
for reference as filled circles. Note that the ab initio calculations
only include enthalpy, while the results in Figure 8 represent
free energies. Still, the concordance on the minima positions
and energy ordering is excellent. It is important to notice,
however, the slight displacement of the C5 minimum to a more
extended structure. This overestimation of extended conforma-
tions with respect to helical ones has been noted for full DFT
methods by Improta and Barone70 and is simply inherited by
SCC-DFTB. For comparison purposes, the same calculation was
done using the AMBER ff99SB9 force field for the dipeptide,
and the free energy surface is also shown in Figure 8. This force
field was derived from the ff99 force field modified specifically
to reproduce relative energy differences in alanine tetrapeptide
(two more alanines than DA) from QM calculations. The free
energy surface from the classical calculation does reproduce
the basic features of the quantum surface but clearly cannot
reproduce the expected minima positions correctly, and the same
effect of higher rotational barriers (with respect to the quantum
calculations) discussed above for the AD in water is seen here.
Those results also highlight the importance of the inclusion of
quantum effects in the calculation.

Conclusions

This article shows the details of the implementation of SCC-
DFTB in AMBER 9. Within the new design of AMBER 9’s
QM support, only a single keyword is needed to activate QM,
and the details of the QM calculation are specified by QM-
specific keywords in a simple, separate namelist. Efforts are
currently under way to parallelize the SCC-DFTB code in
AMBER. In a single processor, the present implementation is
only 2-3 times slower than a full classical calculation for the
systems studied.

Two example calculations were shown. One is a simple MD
calculation of alanine dipeptide in explicit water. The second,
illustrating the use of more advanced sampling methods
available in AMBER, is the application of SCC-DFTB combined
with replica-exchange molecular dynamics simulations for the
calculation of the potential energy surface of the AD in vacuum.
It was shown that the use of SCC-DFTB/AMBER calculations
can reproduce the experimental or high-level energy surfaces
with very good agreement.

This implementation has the advantage of blending seamlessly
with a well-established MD program, opening the possibility
to combine SCC-DFTB with any methods available in AMBER.
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