GAFFlipid: a General Amber Force Field for the accurate molecular dynamics simulation of phospholipid†
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Introduction

Biological membranes surround cells, partitioning the interior of a cell from the outside environment. They are selectively permeable, effectively acting as a filter to maintain the unequal ion concentration on either side of the cell wall whilst allowing nutrients to enter the cell and waste products to leave.

These membranes are composed of different types of lipids, sterols, proteins and carbohydrates arranged within a lipid bilayer—a back-to-back arrangement of amphiphilic lipid molecules. As lipids are the predominant species making up cell membranes, pure lipid bilayers in the physiologically relevant liquid crystal phase are often used as model systems for biophysical and computational studies of cell membrane structure and behaviour. However, while experimental techniques including NMR spectroscopy, fluorescence spectroscopy, X-ray diffraction and neutron diffraction allow lipid bilayer structural data to be collected; the intrinsic disorder of the liquid crystalline phase means that some model dependence exists resulting in low-resolution data.†

Molecular dynamics (MD) simulations offer a detailed view of the structure and dynamics of bilayers, allowing the examination of experimental findings at the atomistic level and the testing of new hypotheses. Computational simulation may also provide data which is not experimentally available, such as the pressure profile of a membrane.† Lipid bilayers may be modelled using all-atom force fields, coarse-grained models or mesoscopic models.† The increasing simplicity of each of these representations allows longer timescales to be accessed using larger system sizes, at the cost of atomistic detail. Consequently, the more simplistic models are often used to study lipid phase transitions, while all-atom models are generally employed to study the behaviour of a lipid bilayer remaining in a single phase.

Computational atomistic modelling of lipid bilayer systems is currently used to investigate a range of biophysical processes, including the interaction of nanoparticles and drug molecules with lipid bilayers, the inclusion of cholesterol,† and the insertion and behaviour of transmembrane proteins in lipid bilayers,† among numerous other applications. Whilst coarse-grain simulations are extremely useful for the study of the bulk system behaviour of lipid bilayers, the study of the interaction between a different species, such as a small molecule or protein, with a lipid bilayer may only be fully achieved using an atomistic model.

Force fields for the simulation of lipid bilayers have been undergoing much development.† Recent lipid bilayer
simulations have employed the GROMOS united-atom force field, or the CHARMM all-atom force field when examining bilayers remaining in a single phase throughout the course of a simulation. Very recently the first modular lipid force field, designed ultimately for the simulation of complex lipid mixtures, was released as part of the AMBER 12 package and termed the AMBER Lipid11 force field.

An additional all-atom force field available for biomolecular simulations, that has seen widespread use and formed the initial basis of the Lipid11 force field, is the General Amber Force Field (GAFF). The General Amber Force Field, combined with the AMBER amino and nucleic acid force fields, allows the accurate modelling of proteins and the easy insertion of small organic molecules into a system (by combining the RESP charge fitting methodology with the General Amber Force Field). Furthermore, by using the AMBER 12 MD software, previously unobtainable performance exceeding hundreds of nanoseconds per day can now be achieved using the GPU accelerated version of the code. These points thus make it desirable to be able to simulate lipid bilayers in isolation or with transmembrane proteins embedded within them using a consistent AMBER force field. Such work was first attempted by Jójárt et al., who found that POPC may be accurately simulated using the General Amber Force Field (GAFF) with the application of a surface tension to the bilayer. Siu et al. found GAFF to allow the accurate simulation of DOPC lipid bilayers; however again the application of a surface tension was needed to achieve the best results. Rosso and Gould simulated DOPC and DMPC bilayers composed of 72 lipids using GAFF for up to 25 ns, finding good agreement with experiment for a number of structural and dynamic properties in the absence of a surface tension, however the area per lipid was seen to drop slightly below experiment. Indeed, it was later found that on doubling the simulation time to 50 ns both the DMPC and DOPC areas per lipid dropped significantly below experiment in the NPT ensemble, as illustrated in Fig. 1. It is important that the bilayer achieves stable structural properties in good agreement with experiment, regardless of simulation time or system size, since increasing either of these two variables moves the system closer to an experimental setup.

It is desirable to simulate lipid bilayers without an applied surface tension, as statistical mechanical studies suggest that the surface tension of a flat lipid bilayer is identically zero. To remedy the underperformance of GAFF for the simulation of lipid bilayers, we show that it is necessary to adjust the Lennard-Jones parameters, which govern the van der Waals interactions. GAFF was originally developed by fitting bond, angle and torsion parameters to experimental or high level quantum \(\chi\) parameters for organic liquids in order to improve the performance of GAFF and we believe the GAFF Lennard-Jones parameters must be modified to accurately model the hydrophobic lipid tails.

The aim of this work was to modify the General Amber Force Field to allow the accurate tensionless simulation of a number of different lipid types using AMBER; specifically lipid bilayers composed of DLPC, DMPC, DPPC, DOPC, POPC and POPE phospholipid types.

We have achieved this by refitting the Lennard-Jones parameters for acyl chain carbon and hydrogen atoms in order to replicate experimental results for simple hydrocarbon liquids. Since this impacts on the performance of torsion parameters for dihedrals involving these atom types, the torsion parameters were also re-optimised using high-level quantum chemical data in conjunction with the recently developed program Paramfit, released as part of the AmberTools12 package.

The resulting parameters were then tested by simulating bilayers of each type constructed from 72 and 288 lipids and double bilayers – two 288 lipid bilayers stacked on top of one another – in the NPT ensemble and in the absence of an applied surface tension. Structural properties were then calculated for comparison with experiment. The double bilayer stack represents the lamellar stacking found in experimental studies. A similar system has previously been studied by Castro-Román et al. using both the CHARMM C27 and modified GROMOS lipid force field.

It is hoped this work will ultimately allow the accurate simulation of lipid bilayers composed of a range of lipid types. This will mean a range of phenomena, including the properties of mixed bilayers and the behaviour of transmembrane proteins, may be investigated via molecular dynamics using AMBER. Although these parameters are only tested on six lipid types, it is expected that they can easily be extended to the simulation of other lipids via the General Amber Force Field and RESP charge fitting methodology. It is our intention to incorporate this work within the new AMBER Lipid11 modular force field, to create an updated version of the Lipid11 force field allowing tensionless lipid bilayer simulations.
Methods

Modification of GAFF Lennard-Jones parameters

The General Amber Force Field is seen to underestimate the molar volume and overestimate the enthalpy of vapourisation of pentadecane, a simple fifteen carbon chain (see Table 1), suggesting the Lennard-Jones parameters for acyl chains should be corrected for such a system.

The heat of vapourisation was calculated according to:  
\[ \Delta H_{vap} = E_{pot}(g) - E_{pot}(l) + RT \]  

This calculation involved simulating a single pentadecane molecule in the gas phase and a second simulation of a box of 144 pentadecanes in the liquid phase using AMBER 11. From the second simulation the molar volume was also obtained; whilst fluctuations in the volume of the periodic box were used to calculate the isothermal compressibility value \( \kappa_T \) using:

\[ \kappa_T = \frac{\sigma_V^2}{\langle V \rangle k_B T} \]

where \( \sigma_V^2 \) is the variance in the volume, \( \langle V \rangle \) is the time average of the volume, \( k_B \) is Boltzmann’s constant and \( T \) is temperature.

The gas phase simulations consisted of a single pentadecane, run for 10 ns in the microcanonical (NVE) ensemble, at a temperature of 298 K. The liquid phase simulations consisted of a box of 144 pentadecane molecules, run under the NPT ensemble with periodic boundary conditions using particle mesh Ewald to treat long range electrostatics, with a real space cutoff of 10 Å. The temperature was maintained at 298 K using Langevin dynamics and a collision frequency of 5 ps\(^{-1}\).

Pressure regulation was achieved with isotropic position scaling, a Berendsen barostat and a pressure relaxation time of 1 ps. The system was heated from 0 to 298 K over 20 ps, with the chains restrained using a force constant of 20 kcal mol\(^{-1}\) Å\(^{-2}\). This restraint was gradually decreased to 10, 5 and finally 1 kcal mol\(^{-1}\) Å\(^{-2}\), with the system simulated for 20 ps for each value of the force constant. The pentadecane box was then run for 10 ns. The final 5 ns of the gas and liquid phase simulations were then used for data collection.

The CHARMM C36 lipid force field alkane carbon and hydrogen van der Waals parameters were used as a starting point for the GAFF c3 carbon and he hydrogen atom parameters. The hydrogen and carbon well-depth (\( \epsilon \)) was then scaled (Table 2) until satisfactory agreement with experiment was achieved for molar volume, density, enthalpy of vapourisation and isothermal compressibility for pentadecane (see Table 1).

Table 2 Original and modified Lennard-Jones parameters for GAFF c3 and hc atom types

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GAFF</th>
<th>GAFFlipid</th>
</tr>
</thead>
<tbody>
<tr>
<td>c3 radius ( R ) (Å)</td>
<td>1.9080</td>
<td>2.010</td>
</tr>
<tr>
<td>c3 well-depth ( \epsilon ) (kcal mol(^{-1}))</td>
<td>0.1094</td>
<td>0.055</td>
</tr>
<tr>
<td>hc radius ( R ) (Å)</td>
<td>1.4870</td>
<td>1.340</td>
</tr>
<tr>
<td>hc well-depth ( \epsilon ) (kcal mol(^{-1}))</td>
<td>0.0157</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Modification of torsion parameters with Paramfit

Modification of the Lennard-Jones parameters slightly affects the performance of the torsion (or dihedral) parameters, since for atoms separated by exactly three bonds, scaled electrostatic and van der Waals interactions are calculated in addition to specific dihedral terms. This however can be easily corrected for using a new AMBER program called Paramfit.

Paramfit generates or refines molecular parameters for the AMBER force field by fitting them to quantum mechanical data. It takes as input a number of conformations of the desired molecule and a topology file describing the molecular connectivity with an optional initial guess for the parameters. Paramfit will generate input files for a quantum package, which may then be used to calculate single-point energies for each of the molecular conformations using high-level quantum mechanics (QM). Given accurate parameters, the energy calculated for each structure using the AMBER equation should match the QM value for the energy of that structure within the limits of agreement possible given the restrictions imposed by the AMBER classical potential function. Paramfit optimises the parameters of the AMBER covalent terms to minimise the difference between the MD and QM energies such that:

\[ \sum_{structures} (E_{bonds} + E_{angles} + E_{dihedrals} + E_{nonbond} - E_{QM})^2 = 0 \]

for a perfect fit, where the bond, angle, dihedral and nonbonded energies are calculated as classical harmonic potentials with the AMBER equation and \( E_{QM} \) is the previously calculated quantum energy for each structure. \( K \) is a constant representing the intrinsic difference in the origin between the quantum and classical energies for the system and is used simply to rebase the calculation such that a perfect fit would give a difference of zero.

The value of \( K \) has no effect on the actual fit other than to reduce round-off error when summing the small difference between a series of large numbers. It should be noted that while \( E_{nonbond} \) is included in the summation (eqn (3)), Paramfit does not attempt to adjust the parameters involved in \( E_{nonbond} \).

Table 1 Experimental and calculated values for the enthalpy of vapourisation (\( \Delta H_{vap} \)), molar volume, density and isothermal compressibility of pentadecane

<table>
<thead>
<tr>
<th>( \Delta H_{vap} ) (kJ mol(^{-1}))</th>
<th>Molar volume (Å(^3))</th>
<th>Density (g cm(^{-3}))</th>
<th>Isothermal compressibility (10(^{-10}) m(^2) N(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>76.77</td>
<td>458.99</td>
<td>0.769</td>
</tr>
<tr>
<td>GAFF</td>
<td>105.88</td>
<td>441.20</td>
<td>0.842</td>
</tr>
<tr>
<td>GAFFlipid</td>
<td>77.01</td>
<td>462.28</td>
<td>0.751</td>
</tr>
</tbody>
</table>

\(^{a}\) All values at 298 K. Data taken from the CRC Handbook of Chemistry and Physics.
Paramfit conducts this fitting using either a simplex or genetic algorithm. The simplex algorithm is recommended when a known parameter starting point exists; whilst the genetic algorithm is used when no good starting point exists or when coupled parameters are to be fit, such as those involving multiple dihedrals.

To correct the GAFFl lipid dihedral parameters for the modified van der Waals terms a small number of torsion scans were performed on pentadecane and pentadecene molecules. The selected torsion was scanned in 15° increments at the MP4/6-311G(d,p)//MP2/6-31G* level using Gaussian 09.32

In this instance the simplex algorithm was used, given that only small corrections to the torsion profiles were required. Fig. 2 illustrates the ability of Paramfit to identify the torsion parameter that best replicates quantum mechanical data. The plot shows the c3–c3–c3–c3 torsion profile calculated using QM (MP4/6-311G(d,p)//MP2/6-31G* level), standard GAFF parameters, GAFF parameters in combination with modified Lennard-Jones, and finally the Paramfit corrected torsion parameters in combination with GAFF and modified Lennard-Jones. It can be seen that Paramfit brings the molecular mechanics profile into good agreement with the QM profile.

Lipid partial charges

A multi-conformer RESP fit was performed for each lipid type, using five conformations of each lipid type extracted from previous in-house bilayer simulations, affording lipid starting structures typical of the liquid crystalline phase. Each lipid molecule was optimised in the gas phase using Hartree–Fock self consistent field (HF–SCF) with the 3-21g* basis set and Gaussian 09.32 The minimised structure then underwent further optimisation using DFT-B3LYP/3-21g* and finally HF/6-31g*. The partial charges were then extracted using the RESP protocol.

The polarisable continuum model was implemented for the POPE charge calculation case to prevent proton transfer from the lipid headgroup NH\(\text{+}\) moiety to the phosphate moiety. Upon successful optimisation at this level, the partial charges were then extracted using the standard RESP protocol.

Simulation parameters are provided in full in the ESI.†

Simulation of lipid bilayers

Initial configuration. To obtain an initial configuration, a single lipid molecule was replicated along the \(x\) and \(y\) axes, and flipped along the \(z\), until a square grid of 72 or 288 lipid molecules was obtained. A 20 Å layer of rigid TIP3P water molecules was then added above and below the bilayer using the LEAP module from the AMBER suite. Water molecules that were automatically placed below the carboxylic bonds were removed.

The 2 \(\times\) 288 bilayer stacks were constructed by placing an equilibrated 288 bilayer on top of itself (with water removed) with separation so as to create a steric water thickness in line with that reported by Nagle and Tristram-Nagle,1 then re-solvating the system with a 20 Å layer of rigid TIP3P water molecules added above and below. As with the single layer systems, water molecules that were automatically placed below the carboxylic bonds were removed.

These systems were then equilibrated using the procedure outlined in the next section, with periodic boundary conditions, a 10 Å cut-off for nonbonded (VDW and direct space electrostatics) interactions and the particle mesh Ewald summation (PME) method used to include full electrostatic interactions.33

Equilibration procedure. The system was first minimised with lipids constrained for 1000 steps, of which the first 250 steps used the steepest descent method and the remaining steps used the conjugate gradient method.34 Then minimisation was performed with no restraints for 5000 steps, of which the first 2500 were steepest descent and the remaining 2500 were conjugate gradient.

The system was then heated from 0 K to 303–323 K using Langevin dynamics35 within a 20 ps constant volume run, with weak restraints on the lipid (force constant 10 kcal mol\(^{-1}\) Å\(^{-2}\)). Following this, the volume was allowed to change freely and the temperature kept constant with a Langevin collision frequency of \(\gamma = 1.0\) ps\(^{-1}\), and anisotropic Berendsen control36 of the pressure around 1 atm was applied by coupling the repeating box with a time constant of 0.5 ps for 50 ps. Finally the pressure relaxation time was reduced to 1.0 ps and the system left to equilibrate using an NPT run for 170 ps. Water was then removed from the top and bottom of the bilayers, and from below the carboxylic bonds, leaving a hydration level replicating experiment, with 31.3 waters/lipid (DOPC),28 25.6 waters/lipid (DMPC),3 30.1 waters/lipid (DPPC),1 32.8 waters/lipid (DOPC),1 31 waters/lipid (POPC)37 or 32 waters/lipid (POPE). Each system was then equilibrated again using the same procedure.

Production runs. Constant pressure and constant temperature (NPT) runs were performed on the 72 and 288 single bilayers and the 2 \(\times\) 288 bilayer stacks of DOPC, DMPC, DPPC, DLPC, POPC and POPE for simulation times of 50 ns (2 \(\times\) 288 bilayers), 100 ns (288 bilayers) or 250 ns (72 bilayers) using the AMBER 11 package.28 The CUDA implementation of the AMBER 11 code...
was used to run the simulations on NVIDIA GPU cards, achieving approximately 30 ns per day for the 72 lipid bilayer systems.

Three dimensional periodic boundary conditions with the usual minimum image convention were employed. Bonds involving hydrogen were constrained using the SHAKE algorithm, allowing a 2 fs time-step. Structural data was recorded every 2 ps. PME was used to treat all electrostatic interactions with a real space cut-off of 10 Å. All simulations were performed at constant pressure of 1 atm and constant temperature of 303 K (DOPC, DMPC, DLPC, POPC), 310 K (POPE) or 323 K (DPPC) in order to replicate experimental conditions. Temperature was controlled by the Langevin thermostat, with a collision frequency of \( \gamma = 1.0 \text{ ps}^{-1} \), as this method was identified as the most suitable in previous work. Pressure was controlled by the Berendsen method, with a pressure relaxation time of 1.0 ps. The applied pressure was controlled anisotropically, each direction being treated independently with the trace of the pressure tensor kept constant at 1 atm. The box dimensions were thus allowed to adjust freely and independently in all three directions. The final structure of the 72DMPC, 288DMPC and \( 2 \times 288 \)DMPC systems are shown in Fig. 3 after completion of their respective 250 ns, 100 ns and 50 ns production runs.

### Data analysis

The first 10 ns of each simulation was disregarded as equilibration time and an average value for area per lipid, volume per lipid, isothermal compressibility modulus and bilayer peak distance then computed over the entire remaining simulation. The simulation (minus equilibration period) was then divided into two equal blocks, with sub averages over each block for each property used to compute standard errors. Results in Table 3 are thus reported as average \( \pm \) standard error.

### Results

#### Structural parameters

The area per lipid is a common experimental structural parameter used in the validation of lipid bilayer simulations, however as highlighted by Poger and Mark there is often a high degree of uncertainty in experimentally derived area per lipid values.

The area per lipid for each system was calculated using the dimensions of the simulation box according to:

\[
A_L = \frac{2 \times L_x \times L_y}{n_{\text{lipid}}}
\]

where \( L_x \) is the \( x \)-dimension of the simulation box, \( L_y \) is the \( y \)-dimension of the simulation box and \( n_{\text{lipid}} \) is the number of lipids in the system.

The \( A_L \) value for each system size and lipid type is reported in Table 3. It can be seen that in all cases \( A_L \) falls within 7% of experiment for all six lipid types, with little variation on increasing the system size. The time evolution of the area per lipid and comparison to experiment is also plotted in Fig. 4 for each lipid type and system size. It is seen that upon reaching equilibration the area per lipid remains stable for all systems.

The area per lipid of POPE is seen to be slightly low in comparison to experiment. The experimental value of 59–60 Å\(^2\) was determined by Rappolt et al. via the following formula:

\[
A_L = \frac{2V_L}{D_{PP}}
\]

where \( D_{PP} \) is the phosphate-to-phosphate group distance taken from the electron density profile. When this formula is applied to the modelled data, the \( A_L \) value is lower in comparison with experiment, due to a larger peak-to-peak distance in the simulated bilayers. It should also be noted that whilst there are a number of literature references for the \( A_L \) values of the other five phospholipids studied here, there remains only one literature reference point for the \( A_L \) of a pure POPE membrane.

The isothermal area compressibility modulus, \( K_A \), was then calculated from the fluctuation in the area per lipid via:

\[
K_A = \frac{2k_B T \langle A_L \rangle}{n_{\text{lipid}} \sigma_A^2}
\]

where \( k_B \) is Boltzmann’s constant, \( T \) is the temperature, \( \langle A_L \rangle \) is the mean area per lipid and \( \sigma_A^2 \) is the variance in the area per lipid.

These values are also reported in Table 3 and it is observed that in general, the values for the 72 lipid bilayer systems come close
Table 3 Structural properties of bilayers calculated via molecular dynamics simulation using GAFFlipid and comparison to experiment and, where available, simulations using standard GAFF parameters, for three system sizes of six different phospholipid types.

<table>
<thead>
<tr>
<th>Lipid system</th>
<th>Area per lipid $A_L$ (Å²)</th>
<th>Volume per lipid $V_L$ (Å³)</th>
<th>Isothermal area compressibility modulus $K_A$ (m N m⁻¹)</th>
<th>Peak distance $D_{HH}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DLPC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>59.97 ± 0.0007</td>
<td>1008.79 ± 0.14</td>
<td>291 ± 64</td>
<td>31.6</td>
</tr>
<tr>
<td>288</td>
<td>60.45 ± 0.059</td>
<td>1009.98 ± 0.17</td>
<td>336 ± 7</td>
<td>30.6</td>
</tr>
<tr>
<td>2 × 288</td>
<td>62.4 ± 0.42</td>
<td>1007.78 ± 0.4</td>
<td>422 ± 297</td>
<td>31.5 ± 0.85</td>
</tr>
<tr>
<td>Experiment</td>
<td>63.2 (ref. 36)</td>
<td>991 (ref. 36)</td>
<td>—</td>
<td>30.8 (ref. 36)</td>
</tr>
<tr>
<td><strong>DMPC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>59.95 ± 0.15</td>
<td>1117.83 ± 0.51</td>
<td>299 ± 75</td>
<td>33.6 ± 1</td>
</tr>
<tr>
<td>288</td>
<td>60.38 ± 0.0039</td>
<td>1115.81 ± 0.31</td>
<td>368 ± 74</td>
<td>34.6</td>
</tr>
<tr>
<td>2 × 288</td>
<td>61.05 ± 0.72</td>
<td>1105.11 ± 0.36</td>
<td>150 ± 150</td>
<td>37 ± 1</td>
</tr>
<tr>
<td>GAFF</td>
<td>55.8 (ref. 23)</td>
<td>1097.4 (ref. 23)</td>
<td>—</td>
<td>35.2 (ref. 23)</td>
</tr>
<tr>
<td>Experiment</td>
<td>60.6 (ref. 39)</td>
<td>1101 (ref. 1 and 36)</td>
<td>234 (ref. 40)</td>
<td>35.3 (ref. 39)</td>
</tr>
<tr>
<td><strong>DPPC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>61.24 ± 0.4</td>
<td>1265.46 ± 0.8</td>
<td>274 ± 22</td>
<td>37.6 ± 0.72</td>
</tr>
<tr>
<td>288</td>
<td>61.77 ± 0.21</td>
<td>1264.51 ± 0.63</td>
<td>243 ± 21</td>
<td>37.6</td>
</tr>
<tr>
<td>2 × 288</td>
<td>61.75 ± 0.012</td>
<td>1267.24 ± 0.29</td>
<td>713 ± 143</td>
<td>39</td>
</tr>
<tr>
<td>Experiment</td>
<td>63 (ref. 41)</td>
<td>1232 (ref. 1)</td>
<td>231 (ref. 1)</td>
<td>38.3 (ref. 1)</td>
</tr>
<tr>
<td><strong>DOPC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>66.79 ± 0.069</td>
<td>1327.41 ± 0.38</td>
<td>314 ± 39</td>
<td>37.6 ± 0.14</td>
</tr>
<tr>
<td>288</td>
<td>67.4 ± 0.03</td>
<td>1328.9 ± 0.11</td>
<td>392 ± 87</td>
<td>37.6</td>
</tr>
<tr>
<td>2 × 288</td>
<td>67.17 ± 0.061</td>
<td>1326.35 ± 0.11</td>
<td>1317 ± 359</td>
<td>38</td>
</tr>
<tr>
<td>GAFF</td>
<td>65 (ref. 23) 62 (ref. 22)</td>
<td>1333.8 (ref. 23)</td>
<td>—</td>
<td>38.4, (ref. 23) 40 (ref. 22)</td>
</tr>
<tr>
<td>Experiment</td>
<td>67.4 (ref. 41) 72.5 (ref. 1)</td>
<td>1303 (ref. 1)</td>
<td>254, (ref. 42) 265 (ref. 40)</td>
<td>35.3 (ref. 43)</td>
</tr>
<tr>
<td><strong>POPC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>67.34 ± 0.22</td>
<td>1277.31 ± 0.16</td>
<td>391 ± 81</td>
<td>37.6</td>
</tr>
<tr>
<td>288</td>
<td>66.31 ± 0.059</td>
<td>1279.97 ± 0.15</td>
<td>299 ± 276</td>
<td>37.6 ± 0.71</td>
</tr>
<tr>
<td>2 × 288</td>
<td>64 ± 0.058</td>
<td>1276.91 ± 0.29</td>
<td>1147 ± 23</td>
<td>37.5 ± 0.5</td>
</tr>
<tr>
<td>GAFF</td>
<td>50.5 (ref. 21)</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td>64.3 (ref. 44) 68.3 (ref. 37)</td>
<td>1256 (ref. 37)</td>
<td>180–330 (ref. 45)</td>
<td>37 (ref. 37)</td>
</tr>
<tr>
<td><strong>POPE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>55.64 ± 0.19</td>
<td>1185.21 ± 0.68</td>
<td>484 ± 34</td>
<td>43.4 ± 0.28</td>
</tr>
<tr>
<td>288</td>
<td>55.33 ± 0.11</td>
<td>1175.3 ± 0.25</td>
<td>282 ± 116</td>
<td>43.6 ± 0.41</td>
</tr>
<tr>
<td>2 × 288</td>
<td>56.15 ± 0.19</td>
<td>1185.38 ± 0.03</td>
<td>847 ± 244</td>
<td>43</td>
</tr>
<tr>
<td>Experiment</td>
<td>59–60 (ref. 46)</td>
<td>1180 (ref. 46)</td>
<td>—</td>
<td>39.5 (ref. 46)</td>
</tr>
</tbody>
</table>

Fig. 4 Time evolution of the area per lipid for each lipid type and system size (72 bilayers black, 288 bilayers red, 2 × 288 bilayer stacks blue). Experimental values shown as a dotted line. Experimental $A_L$ values as listed in Table 3.

The variance in $A_L$ as can be observed in Fig. 4 (and is reflected in the low standard errors in $A_L$). When validating the GROMOS G53A6L lipid force field, Poger and Mark also found calculated $K_A$ values to be sensitive both to system size and sampling time.47

In light of reviewers’ comments, $K_A$ was also calculated for the 2 × 288 bilayer stacks using a simplified formula which removes the dependence on $n_{lipid}$, the number of lipids:

$$K_A = \frac{k_B T (S)}{\sigma S^2}$$

(7)

where $(S)$ is the mean surface area of the bilayer and $\sigma S^2$ is the variance in the surface area. However this formula yielded the same $K_A$ values as eqn (6), indicating that neither formula may be appropriate for stacked bilayer systems. Eqn (6) is normally applied to simulations of a single bilayer within a periodic box. It is also noted that in the current work the Berendsen barostat was implemented for pressure regulation and is in fact the only available option in AMBER, however other pressure regulation algorithms such as the Nose-Hoover or Langevin piston may yield different isothermal compressibility results.

The volume per lipid was also calculated using the dimensions of the simulation box according to:

$$V_L = \frac{V_{box} - n_W V_W}{n_{lipid}}$$

(8)
where \( V_{\text{box}} \) is the volume of the simulation box, \( n_W \) is the number of waters and \( V_W \) is the volume of each water molecule, which was previously determined to be 30.53 \( \text{Å}^3 \) for TIP3P water molecules.\(^{23}\)

The \( V_L \) values are also reported in Table 3. Experimentally, the lipid volume shows lower fluctuation than \( A_L \) and as such is much better defined, providing a better quality experimental structural parameter with which to validate simulation results.\(^{1,51,52}\) The GAFFlipid force field finds a high level of agreement with experiment for \( V_L \) values, in all instances achieving a \( V_L \) value within 2\% of experiment.

**Electron density profiles**

The electron density profiles (EDP) were calculated by assuming an electron charge equal to the atomic number minus the partial charge of that atom, located at the centre of each atom. The total EDPs for the 72 lipid bilayers of the six lipid types are shown in Fig. 5, along with the decomposition into contributions from the following groups: water, choline (CHOL) or amine (NH\(_3^+\)), phosphate (PO\(_4\)), glycerol (GLY), carbonyl (COO), methylene (CH\(_2\)), unsaturated CH=CH and terminal methyls (CH\(_3\)). From Fig. 5 it can be seen that for each lipid type, water penetrates up to the carbonyl groups whereas the terminal methyl groups remain dehydrated, in agreement with experimental findings.\(^{36,37,53}\)

From the electron density profiles, it is then possible to compute the thickness of the lipid bilayer (\( D_{\text{HH}} \)) using the peak-to-peak distance. These values are reported in Table 3. As with the \( A_L \) and \( V_L \) values, high agreement with experiment is observed for the calculated \( D_{\text{HH}} \) values for each lipid type. GAFFlipid finds \( D_{\text{HH}} \) values within 5\% of experiment with the exception of the POPE model, which is within 10\%. The overestimation of the POPE bilayer thickness results in the underestimated area per lipid value.

The total EDPs for each 72 lipid bilayer system were then converted into X-ray and neutron scattering form factors using the informative SIMtoEXP software developed by Kučerka et al.\(^{54}\) The X-ray form factor, which is the Fourier transform of the total EDP, is the proper comparison for simulation since this is directly provided by experiment. The X-ray form factors are plotted in Fig. 6 while the neutron form factors are plotted in Fig. 7. Good comparison to experiment is observed for the X-ray form factors of each system; however some discrepancy is seen at low values of \( q \) for the DPPC and POPC bilayers. Each neutron form factor also displays good agreement with experiment, however again DPPC and POPC do not quite replicate the experimental profile.

**Order parameters**

The order parameter \( S_{\text{CD}} \) measures the relative orientation of the C–D bonds with respect to the bilayer normal and may be calculated according to:

\[
S_{\text{CD}} = \frac{3}{2} \langle \cos^2 \theta \rangle - \frac{1}{2}
\]
\[ S_{CD} = \frac{1}{2} \langle 3\cos^2 \theta - 1 \rangle \]  

(9)

where \( \theta \) is the angle between the bilayer normal and the vector joining \( C_i \) to its deuterium atom, and \( \langle \rangle \) represents an ensemble average.

Order parameters of the 72 and 288 lipid bilayers of the six lipid types and comparison to experiment are shown in Fig. 8. The saturated lipids DLPC, DMPC and DPPC show excellent agreement with experiment for both system sizes, exhibiting a decreasing order profile characteristic of saturated lipid chains. Carbon-2 splitting is observed in the simulation profiles, though not to the same extent observed experimentally by Doulez \textit{et al.}\textsuperscript{55}

The unsaturated lipids DOPC and POPC also show good agreement with available experimental data. The POPE sn-1 chain order profile is higher than experiment, suggesting this chain is artificially ordered; however the sn-2 chain order profile displays a characteristic kink due to the presence of an unsaturated double bond, finding good agreement with experiment.

Given that experimental order parameter data is available for DPPC glycerol and choline carbon atoms,\textsuperscript{56–58} the order parameter of these headgroup carbons was also calculated for the 72 DPPC bilayer system and is shown in Fig. 9 with comparison to experiment. It is seen that GAFFlipid reproduces experimental DPPC order parameter values for both the headgroup and lipid chain carbon atoms reasonably well, without adjusting headgroup torsions. Order parameter values for the first two carbon atoms in the glycerol region are slightly high; however on moving further along the headgroup better agreement with experiment is found. The largest discrepancy is the level of carbon-2 splitting, which though observed, is not to the same extent observed experimentally, as previously stated.

**Size effects**

From Table 3 it is seen that there is little change in the area per lipid, volume per lipid and bilayer thickness on quadrupling the system size from 72 to 288 lipids; or when further doubling the system size from a single 288 bilayer to a \( 2 \times 288 \) bilayer stack for each lipid type. This is in agreement with Castro-Roman \textit{et al.}\textsuperscript{27} who observed little change in the area per lipid when expanding a DOPC bilayer in both the \( xy \)- and \( z \)-direction.

Given that the experimental values were determined using lipid bilayers containing billions of lipids arranged as vertical bilayer stacks, this suggests that the GAFFlipid parameters continue to allow the stable simulation of bilayers as the system size is pushed towards that of a more realistic experimental setup, by expanding in both the \( xy \)- and \( z \)-direction.

To further investigate the effect of doubling the system size in the \( z \)-direction, the total electron density profiles and order parameters of the \( 2 \times 288 \) bilayer stacks were also calculated for each lipid type – see Fig. 10 and 11. The order parameters are almost identical to those calculated using 72 and 288 lipid bilayers, showing similarly good agreement with experiment. A slight discrepancy is observed for the \( 2 \times 288 \) DMPC bilayer stack,
suggesting higher order at the tail end of the lipid chains. The total electron density profiles of the 2 × 288 systems are also seen to be very similar to those found with 72 lipid bilayers, further suggesting that finite-size effects have little influence on the lipid bilayer structural properties.

**Orientation and hydration of headgroups**

The probability distribution of the angle of the P–N dipole with respect to the membrane normal is plotted in Fig. 12 for each of the six lipid types. It is seen that for the five lipid types having the PC headgroup the most probable angle is approximately 60°, close to the experimental estimate of 72° and in line with the 60–90° range reported in previous lipid bilayer simulation studies. The POPE headgroup has a tighter angle probability distribution, peaking at 68°, due to hydrogen bonding between the PE NH₃⁺ moiety and the phosphate oxygen of a neighbouring lipid.

The radial distribution function of the minimal distance between water oxygen atoms and the closest phospholipid headgroup atom is shown in Fig. 13 for each lipid type. Each curve has a similar shape, with peaks at 2.52 Å and 5.31 Å, corresponding to the first and second solvation shell respectively; with the exception of the POPE plot which has an additional smaller peak at 1.73 Å corresponding to hydrogen bonding of waters to the PE NH₃⁺ headgroup moiety. By integrating the water distribution it is found that in the first hydration shell there are approximately 12.04 waters (DLPC), 17.5 waters (DMPC), 14 waters (DPPC), 13.98 waters (DOPC), 14.42 waters (POPC) and 10.4 waters (POPE). These values are within the experimentally suggested range of 9–20 water molecules.

It is observed that the DMPC and DOPC values are higher than were previously obtained using the standard General Amber Force Field for bilayer simulation (12.5 waters for DOPC and 11 waters for DMPC), however this is to be expected as the higher area per lipid values obtained in the present simulations allow greater room for hydration of the lipid headgroups.

**Discussion and conclusions**

Small sample size and short simulation times challenge the stability and reliability of atomistic membranes simulations. Here, the General Amber Force Field Lennard-Jones parameters, which model the van der Waals interactions within molecular dynamics simulations, have been modified for acyl chains to increase accuracy in simulation of lipid bilayers. It is shown that this modification allows a higher level of agreement between simulation and experiment for numerous structural properties, such as area per lipid, volume per lipid, bilayer thickness, order parameter and headgroup hydration to be achieved for six different lipid types. The parameters yield results that in general do not show sensitivity to increasing system size (from 72 to 288) and complexity (single bilayer to stacked configuration) and remained stable for the considerably large simulation lengths tested (50–250 ns).

Although carbon-2 splitting is observed in the order profile of the lipids studied, it is not to the same extent observed experimentally; as such this may require further investigation. The
A surface tension term may be removed once the modified Lennard-Jones parameters are adopted, providing a modularized lipid force field that can be run using a tensionless NPT ensemble.
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